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GLOBAL EXISTENCE
FOR A CLASS OF TRIANGULAR PARABOLIC SYSTEMS

ON DOMAINS OF ARBITRARY DIMENSION

DUNG LE AND TOAN TRONG NGUYEN

(Communicated by David S. Tartakoff)

Abstract. A class of triangular parabolic systems given on bounded domains
of R

n with arbitrary n is investigated. Sufficient conditions on the structure
of the systems are found to assure that weak solutions exist globally.

1. Introduction

The purpose of this paper is to investigate the global existence problem for a
general class of strongly coupled parabolic systems of the type

(1.1)
ut = ∇(P (u, v)∇u + R(u, v)∇v) + F (u, v),
vt = ∇(Q(u, v)∇v) + G(u, v),

which is also supplied with the boundary conditions
∂u

∂ν
=

∂v

∂ν
= 0 on the boundary

∂Ω of a bounded domain Ω in R
n. The initial conditions are described by u(x, 0) =

u0(x) and v(x, 0) = v0(x), x ∈ Ω. Here u0, v0 ∈ W 1,p(Ω) for some p > n.
The fundamental theory of strongly coupled systems such as (1.1) was studied

in [1]. The concept of W 1,p weak solutions and their local existence was formulated
there. One of the important issues, the global existence of solutions, was also
discussed. It was pointed out that solutions to (1.1) exist globally in time if one
has control on their L∞ norms. It is not surprising that many classical methods,
which were developed successfully for regular reaction-diffusion systems to obtain
a priori estimates of the supremum norms of solutions, failed to handle (1.1). Not
much is known for the global solvability for (1.1).

Firstly, invariance principles were used in [4, 9] to study the boundedness of weak
solutions for certain strongly coupled systems. Of course, this method required
severe restrictions on the initial data of the solutions. Lp techniques in [6, 8, 2]
and the Lyapunov functional approach in [11, 12, 13] were employed to attack
this question. However, not only that these authors must assume certain special
structure conditions on their systems but their use of Sobolev imbedding inequalities

Received by the editors February 15, 2004.
2000 Mathematics Subject Classification. Primary 35K57; Secondary 35B65.
Key words and phrases. Cross diffusion systems, boundedness, Hölder regularity.
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forced the domain Ω to be of dimension at most 5 (or even 2). In particular, they
considered the following system:

(1.2)




∂u

∂t
= ∆[(d1 + a11u + a12v)u] + F (u, v),

∂v

∂t
= ∆[(d2 + a22v)v] + G(u, v),

which was proposed by Shigesada, Kawasaki and Teramoto in [10] to study spatial
segregation of interacting species. The functions F, G were taken to be of the form

(1.3) F (u, v) = u(b1−c11u−c12v), G(u, v) = v(b2−c21u−c22v), with bi, cij > 0.

It is mathematically interesting to know whether global solvability still holds
under a more general setting where the dimension of the domain Ω can be arbi-
trary. We answer this question in Section 2. Our results essentially improve the
aforementioned works. To illustrate this, we apply our results in Section 2 to (1.2).
In fact, we allow a more general system than (1.2) by considering the following
forms of P, Q, R in (1.1) (notice the presence of u in Q(u, v) below):

(1.4)
P (u, v) = d1 + a11u + a12v, R(u, v) = b11u,
Q(u, v) = d2 + a21u + a22v.

Since u, v are population densities, only positive solutions are of interest. We
then study these solutions in Section 4, and give the proof of the following.

Theorem 1.1. Assume (1.4) and that di, aij > 0, b11 > 0, i, j = 1, 2. In addition,
suppose that F (0, v) = G(u, 0) = 0 for all u, v, and

F (u, v) and G(u, v) are negative if either u or v is sufficiently large,(1.5)

a11 > a21, a22 > a12, and a22 �= a12 + b11.(1.6)

Then weak solutions to (1.1) with nonnegative initial data are classical and exist
globally.

In population dynamics terms, (1.6) means that self-diffusion rates are stronger
than cross-diffusion ones. Obviously, the reactions F, G given by (1.3) satisfy our
assumption (1.5). Note also that the condition F (0, v) = G(u, 0) = 0 and maximum
principles imply that the solutions stay positive if their initial data are nonnegative.

We would like to remark that the Lp bootstrapping methods in [6, 8, 2] cannot
apply to our case here. Indeed, a crucial ingredient in those techniques is an estimate
of ∇v that will be used in the bootstrapping argument on the equation for u. Such
an estimate, using standard results for scalar regular parabolic equations (see [5])
for the equation of v, is no longer available here. This is because of the presence of
u, whose regularity is not yet known, in the diffusion term Q(u, v) of the equation
for v.

Finally, for the sake of simplicity, we consider here systems of two equations with
homogeneous Neumann boundary conditions, even if our main results here could
apply to those of more equations and suitable other boundary conditions. Moreover,
our method can be generalized to treat strongly coupled parabolic systems with full
diffusion matrices to obtain not only L∞ bounds for weak solutions but also their
Hölder regularity. Results in this direction will be discussed in [7].
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2. The general case

In this section, we study a solution (u, v) of the general system (1.1) and give
sufficient conditions for global existence of (u, v). Since (1.1) is a triangular system,
thanks to the results of [1], we need only to show that the L∞ norms u, v are
bounded. Our first assumption on the coefficients of (1.1) is

(P.1): The functions P, Q, R, F, G are continuous functions in (u, v). More-
over, P, Q are positive for nonnegative u, v, and u0, v0 are nonnegative on
Ω.

Throughout this section, we consider W 1,p weak solutions of (1.1). The reader
is referred to [1] for the precise definition of these weak solutions and their local
existence. Let (u, v) be a weak solution that exists on ΩT = Ω × (0, T ) for some
T > 0.

First of all, as a simple consequence of the maximum principles for scalar para-
bolic equations, one can prove that u, v stay nonnegative.

By multiplying the equation of v in (1.1) with (v−Kv)+ and using the assumption
on G we easily prove the following.

Lemma 2.1. There exists a constant Kv > 0, which depends on the initial data
v0, such that v(x, t) ≤ Kv for all (x, t) ∈ ΩT .

Consider the following subset of R
2:

(2.1) Γ = {(u, v) : u > 0, 0 < v < Kv},
and the following assumptions.

(H.0): There exist a C2 function H(u, v) defined on a neighborhood Γ0 of
Γ, and a constant K0 such that (HuF + HvG)(H − K)+ ≤ 0 for every
(u, v) ∈ Γ0 and K ≥ K0.

(H.1): There exists λ1 > 0 such that

[Hu(P∇u + R∇v) + HvQ∇v]∇H ≥ λ1|∇H |2,(2.2)

(P∇u + R∇v)∇Hu + Q∇v∇Hv ≥ 0,(2.3)

for every (u, v) ∈ ΓK := Γ ∩ {(u, v) : H(u, v) ≥ K}, K ≥ K0, with K0

being given in (H.0).
(H.2): If u → ∞ in R

2, then H(u, v) → ∞.

Here, we write Hu = ∂
∂uH(u, v), Huu = ∂2

∂u∂uH(u, v), ∇H = ∇xH(�u(x)), and so
on. Furthermore, w+ will denote the nonnegative part sup{w, 0} of a function w.

Our main result on the boundedness of weak solutions is the following.

Theorem 2.2. The conditions (P.1), (H.0), (H.1) and (H.2) imply that u, v are
bounded.

Proof. Firstly, for nonnegative η ∈ W 1,2(Ω), we can test the equations of u, v
respectively by Huη and Hvη, add the results, and use (2.3) to get
(2.4)∫

Ω

∂H

∂t
η dx +

∫
Ω

(Hu(P∇u + R∇v) + HvQ∇v)∇η dx ≤ C

∫
Ω

(HuF + HvG)η dx.

Here, we have used the homogeneous Neumann boundary conditions so that the
boundary integrals, which appear in the integration by parts, are all zero.



1988 DUNG LE AND TOAN TRONG NGUYEN

We set H0 = supx∈Ω H(u0(x), v0(x)), which is finite because u0, v0 are bounded
on Ω. Let K ≥ max{K0, H0} and η be (H − K)+ in (2.4). Integrate the result in
t and use (H.0), (2.2) to obtain

∫
Ω

(H − K)2+ dx |t0 +λ1

∫ t

0

∫
H≥K

|∇H |2dxds ≤ 0.

Since (H−K)+ = 0 when t = 0 (as K ≥ H0), the above shows that (H−K)+ = 0
for all t. We conclude that H ≤ K on Ω. Condition (H.2) basically says that
boundedness of u, v comes from that of H(u, v). Thus, u, v are bounded by some
constant depending on K0 and the initial data u0, v0. �

3. The existence of H

We now see that the assumption on the existence of a function H , satisfying
(H.1), is crucial for our main results in the previous section. Obviously, it is not clear
whether this function ever exists. In this section we will find sufficient conditions
on the structure of (1.1) such that we can find such H .

Clearly, the conditions (2.2), (2.3) are satisfied if the following quadratics (in
U, V ∈ R

n) are positive definite:

A1 :=(P − λ)H2
uU2 + [RHuHv + (Q − λ)H2

v ]V 2(3.1)

+ [RH2
u + (Q + P − 2λ)HuHv]UV,

A2 :=PHuuU2 + (RHuv + QHvv)V 2 + [RHuu + (P + Q)Huv]UV.(3.2)

A1 is positive definite if the coefficients of U2, V 2 are nonnegative and its discrim-
inant Θ1 is nonpositive. However, a simple calculation shows that

Θ1 = (PHuHv − RH2
u − QHuHv)2 = H2

u((P − Q)Hv − RHu)2.

This suggests that we will require H to fulfill (P −Q)Hv = RHu. In other words,
we will consider the following equations:

f(u, v) = (P − Q)/R,(3.3)

Hu = f(u, v)Hv.(3.4)

Lemma 3.1. Assume that (3.4) holds. There exists λ > 0 such that A1 is positive
definite.

Proof. By (3.3) and (3.4), the coefficients of U2, V 2 in A1 are respectively H2
u(P−λ)

and H2
v (Rf+Q−λ) = H2

v (P−λ). They are nonnegative if we choose λ = infΓ P . �

To verify the positivity of A2 in (3.2), we consider its discriminant Θ2. An easy
computation shows that

Θ2 := (RHuu + PHuv + QHuv)2 − 4PHuu (RHuv + QHvv) .

Differentiating Hu = fHv, we get Huu = fuHv +fHuv and Huv = fvHv +fHvv.
Substitute these into Θ2 and simplify to obtain

(3.5) Θ2 := α1H
2
vv + α2HvvHv + α3H

2
v .
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Using (3.3), we easily see that α1 = 0. Similarly, we have

α2 = 2 (R (fu + ffv) + Pfv + Qfv)
(
Rf2 + Pf + Qf

)
− 4P [(fu + ffv) (Rf + Q) + Rf2fv]

= 4(−PRf2fv + P 2fvf − PQfu)

= −4PQ(fu − fvf),

α3 = (R(fu + ffv) + Pfv + Qfv)2 − 4P (fu + ffv)Rfv

= (fu + ffv)2R2 + (P + Q)2f2
v + 2Rfv[(fu + ffv)(Q − P )]

= (fu + ffv)2R2 + (P − Q)2f2
v + 2Rfv(fu + ffv)(Q − P ) + 4PQf2

v

= [(fu + ffv)R + fv(Q − P )]2 + 4PQf2
v

= R2f2
u + 4PQf2

v .

Let g be a solution to (3.4)and G be any differentiable function on R. We observe
that H(u, v) = G(g(u, v)) is also a solution to (3.4). We will make the following
main assumptions of this section.

(H.3): Assume that there exists a connected neighborhood Γ0
K of ΓK such

that g belongs to C2(Γ0
K). Moreover,

(3.6) gv �= 0, and α2 = −4PQ(fu − fvf) �= 0, ∀(u, v) ∈ Γ0
K .

(H.4): The quantities gvv/g2
v+α3/(α2gv), δ12/(fδ11) and fδ21/δ22 are bound-

ed on ΓK . Here, we denote

δ12 = P [f2gvv + (fu + ffv)gv], δ21 = Pgvv + Rfvgv,

and δ11 = δ22 = Pfg2
v.

The existence of H is then given by

Theorem 3.2. Assume (H.3), (H.4) and let H(u, v) = exp(µg(u, v)). There exists
µ such that (H.1) holds.

Proof. Thanks to Lemma 3.1 and the choice of g, we need only to check the pos-
itivity of A2. We first show that Θ2 < 0 on ΓK for a suitable choice of µ. Let
G(x) = exp(µx). As Hv = G′gv, Hvv = (G′′g2

v + G′gvv), and G′′/G′ = µ, we have

Θ2 = HvvHvα2 + H2
vα3 = (G′)2g3

vα2

[
µ + (

gvv

g2
v

+
α3

α2gv
)
]

.

Thanks to our assumption (3.6) and because Γ0
K is connected, the coefficient of

µ never vanishes on ΓK . That is, either g3
vα2 < 0 or g3

vα2 > 0 on ΓK . Because
gvv/g2

v +α3/(α2gv) is bounded on ΓK and gv, G
′ �= 0, the above shows that Θ2 < 0

on ΓK for a suitable choice of µ with |µ| being sufficiently large.
Finally, we show that the coefficients of U2, V 2 in A2 are positive. It suffices

to show that the following quantities δ1 = PHuu and δ2 = (RHuv + QHvv) are
strictly positive on ΓK . A similar calculation as before yields

δ1 = P [f2Hvv + (fuHv + ffvHv)] = exp(µg)fδ11

[
µ

δ12

fδ11
+ µ2

]
,

δ2 = (Rf + Q)Hvv + RfvHv = exp(µg)
δ22

f

[
µ

fδ21

δ22
+ µ2

]
,
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where δij are defined as in (H.4). Since the coefficients of µ, δ12/(fδ11) and fδ21/δ22

are bounded on ΓK , and fδ11, δ22/f are positive, we can choose |µ| large to have
that δ1, δ2 > 0 on ΓK . �

4. Proof of Theorem 1.1

The boundedness of v was proven in Lemma 2.1 so that we will only concern
ourselves with the boundedness of u here. We apply Theorem 2.2 to establish
Theorem 1.1.

By Lemma 2.1, we can take Γ0 to be the strip {(u, v)|u > 0, 0 < v < Kv}. We
also see that f of (3.3) is given by

f(u, v) =
d + au − bv

u
,

where

d =
d1 − d2

b11
, a =

a11 − a21

b11
, b =

a22 − a12

b11
.

Our assumption (1.6) simply means a > 0, b �= 1 and b > 0. Moreover, the
equation (3.4) can be solved by methods of characteristics (see [3]). In fact, it is
elementary to see that the general solution of (3.4) is given by

g(u, v) = L

(
ub

d(b − 1) + abu − b(b − 1)v

)
,

where L can be any C1 function on R.
Since a2b > 0 and F (u, v), G(u, v) ≤ 0 if u is large, we can find K1 > 0 such that

if u ≥ K1, then F (u, v), G(u, v) ≤ 0 and a[d(b − 1) + abu − b(b − 1)Kv] > 1. We
define

Γ1 := {(u, v) ∈ Γ0 |u ≥ K1}
and

(4.1) ĝ(u, v) = (b − 1) log
(

ub

a[d(b − 1) + abu − b(b − 1)v]

)
, (u, v) ∈ Γ1.

Put G0 = sup{ĝ(u, v) |u = K1, 0 < v ≤ Kv}. Let g(u, v) be a C1 extension of
ĝ(u, v) on Γ0 that satisfies supΓ0\Γ1

g(u, v) ≤ G0 + 1. We then set G1 := G0 + 2.
Obviously, we have

(4.2) g(u, v) ≥ G1 ⇒ (u, v) ∈ Γ1 ⇒ u ≥ K1.

We study the function g on Γ1. Firstly, we compute and find

gv =
b(b − 1)2

d(b − 1) + abu − b(b − 1)v
, gvv =

g2
v

b − 1
,(4.3)

fu =
bv − d

u2
, fv = − b

u
.(4.4)

We then prove the following lemmas.

Lemma 4.1. For (u, v) ∈ Γ1, we have gvα2 < 0 and α3/(α2gv) is bounded.

Proof. By (4.4), we have

fu − ffv =
d(b − 1) + abu − b(b − 1)v

u2
�= 0, ∀(u, v) ∈ Γ1.
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Thus, by (4.3), gvα2 = −4PQb(b − 1)2/u2 < 0 on Γ1. On the other hand, we
write

α3

α2gv
=

R2f2
u

α2gv
− f2

v

(fu − ffv)gv
,

which can be simplified to

− (bv − d)2b2
11

4b(b − 1)2PQ
− b

(b − 1)2
.

The above quantity is bounded on Γ1 since P ≥ d1, Q ≥ d2 and v is bounded.
The proof of this lemma is complete. �

Lemma 4.2. δ12/(fδ11) and fδ21/δ22 are bounded on Γ1.

Proof. We have

δ12

fδ11
=

gvv

g2
v

+
fu + ffv

f2gv
=

1
b − 1

+
fu + ffv

f2gv
.

The last fraction is

− (d(1 + b) + abu − b(b + 1)v)(d(b − 1) + abu − b(b − 1)v)
(d + au − bv)2b(b − 1)2

,

which is bounded because v is bounded on Γ1 and the powers of u in the numerator
and denominator are equal (so that the fraction is bounded when u is large).

Next, we have

fδ21

δ22
=

gvv

g2
v

+
Rfv

Pgv
=

1
b − 1

− b11(d(b − 1) + abu − b(b − 1)v)
(d1 + a11u + a12v)(b − 1)2

.

The last fraction is bounded on Γ1 by the same reason as before. �

We have shown that the conditions (H.3) and (H.4) are satisfied on the set Γ1.
In particular, because gvα2 < 0, we see that the factor µ in the proof of Theorem
3.2 can be chosen to be positive and sufficiently large. Fixing such a constant
µ, we then define H(u, v) = exp(µg(u, v)). Let K0 = exp(µG1). We see that
H(u, v) ≥ K0 ⇒ g(u, v) ≥ G1. Therefore, thanks to (4.2), we have

(4.5) ΓK0 = {(u, v) ∈ Γ0 |H(u, v) ≥ K0} ⊂ Γ1.

The definition of Γ1, Theorem 3.2 and the above lemmas show that (H.0) and
(H.1) are verified on Γ1. By (4.5), they also hold on ΓK0 . It is easy to see that
g(u, v) ∼ log(u(b−1)2) when u is large so that H(u, v) ∼ uµ(b−1)2 . Since µ > 0 and
H(u, v) is bounded on Γ0 \ Γ1 (by exp(µG1)) we easily see that H(u, v) → ∞ iff
u → ∞. Hence (H.2) also holds. Theorem 2.2 asserts that u is bounded. Our proof
of Theorem 1.1 is complete.
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