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"Grain boundaries" in soap bubbles

Structure, Substructure, Superstructure,  
Cyril Smith, Rev. Modern. Phys (1964)



Grain boundary networks

In the simplest approximation, the microstructure of a 2D 
polycrystalline material is described by a cellular network consisting 
of polygonal cells (grains)  and their boundaries.



The energy of the system is the perimeter of the grain boundaries. 



Each grain boundary evolves by motion by mean curvature+ the 
Herring boundary condition.  This means that the grain boundaries 
meet at vertices where the line tensions must be in equilibrium.  



Typically these are trivalent, symmetric vertices, except at singular 
times, when edges or cells shrink to zero size.





Evolution of a random network by motion by mean-curvature 


+ Herring boundary condition.  (Courtesy: Emanuel Lazar).

2D simulations



Some fundamental facts

The von Neumann-Mullins' relation (1951): the rate of change of 
area of a grain with k sides, depends only on its topology 
(number of edges, k ), not on its geometry (e.g. length of the 
sides). 

The above relation means, in particular, that grains with fewer 
than six sides must vanish, and the network must coarsen. That 
is,  the number of grains must decrease, and the typical size of 
grains must increase.  

Empirically, the area of a typical domain grows linearly in time.  In 
fact, the microstructure is seen to be "statistically self-similar"!

dAk
dt = k � 6.



J. von Neumann (1951). Collected Papers, Vol. VI.



Physical experiments on soap bubbles 

Experiments by Adam Roth (U.Penn), movie courtesy: Emanuel Lazar (U. Penn).



Recent work in applied math (1). Computation and modeling.

(1) Development and implementation of numerical schemes for 
the study of large networks. 
 
Front tracking schemes 1.: Kinderlehrer, Lee,..., Ta'asan et al;  
Front tracking schemes 2: Lazar, Srolovitz and Macpherson.  
Level-set methods: Elsey, Esedoglu and Smereka;  
Restricted gradient flows: Henseler, Niethammer, Otto.  

(2) Reduced models: Barmak, Emelianenko,.Epshteyn, ..., 
Kinderlehrer, Ta' asan-- use statistics obtained from computer 
simulation to develop simplified models for coarsening. 



Recent work in applied math (2). Random topology 1.

MacPherson-Srolovitz formula in d-dimensions (Nature, 2007)
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MacPherson-Srolovitz formula in 3-dimensions (Nature, 2007)

L(D) the "mean width" of a domain D.

Hs(Dp)

Vold(D) d- dimensional Lebesgue measure of D.

Hadwiger s-measure of p-dimensional feature of D.



Recent work in applied math (2). Random topologies in 3D

appear over 100 times in the Poisson-Voronoi microstruc-
ture, others appear only once, if at all; such an acute
disparity between the most and least frequent topological
realization of this p vector can also be found in grain
growth microstructures. This further illustrates that the p
vector alone cannot predict the frequency of a given topo-
logical type.

Figure 5 and Tables SII and SIII also indicate the orders
of the symmetry groups of the most frequent grain top-
ologies. A cursory examination reveals that the most fre-
quent grain topologies in grain growth microstructures are
substantially more symmetric than the corresponding ones
for Poisson-Voronoi microstructures. This observation is
made more quantitative in Fig. 6. Consider the probability
of a randomly selected grain having a particular symmetry
order. The ratio of these probabilities for the grain growth
and Poisson-Voronoi microstructures is plotted as a func-
tion of the order of the symmetry group in Fig. 6 and
summarized in Table SIV of the Supplemental Material
[18]. These results show that complete grain topology and
the frequencies of the order of symmetries provide an
outstanding tool for distinguishing between different cel-
lular microstructures; in the present case, the differences
between the relative frequencies of highly symmetric
grains in the grain growth and Poisson-Voronoi micro-
structures can be as large as a factor of 100. That is, highly
symmetric grains are substantially more common in the
grain growth microstructure. Equally interesting is that the
ratio between the probability that a grain has a particular
symmetry order S in the grain growth and Poisson-Voronoi
microstructures increases rapidly with S; the rough line
that passes through the data points in Fig. 6 indicates that
this ratio fSGG=f

S
PV ! S1:2 (we exclude data from the fit for

which the statistical error exceeds 25%—i.e., S ¼ 3, 32,
48, and 120).

As with the relatively stronger selection for certain p
vectors and Weinberg vectors in the grain growth micro-
structures than in the Poisson-Voronoi microstructures, the
difference in the symmetry of the grains may have its
origin in the energy-minimizing process of mean curvature
flow which is associated with grain growth. While a spheri-
cal grain shape minimizes its surface area-to-volume ratio
and is favored by mean curvature flow [19], grains in a
cellular network must fill space, and so their faces must be
polygonal. Nevertheless, just as curvature flow drives to-
wards geometrically symmetric spheres, we suggest that it
also drives towards topologically symmetric polyhedra, as
seen in the grain growth microstructures.

FIG. 6. A log-log plot of the ratio of the frequencies of grains
with a given symmetry group order S ( # 120) from the grain
growth microstructures fSGG and Poisson-Voronoi microstruc-
tures fSPV. Note that the statistical errors for S ¼ 3, 32, 48, and
120 all exceed 30% because of their extreme rarity in the
microstructures.

FIG. 5. Schlegel diagrams of the eight most common grain topologies (Weinberg vectors) in the Poisson-Voronoi and grain
growth microstructures. Listed for each topological type is a label, the frequency of occurrence f, the p vector, the number of faces F,
and the order S of the associated symmetry group. The Weinberg vectors are tabulated in Tables SII and SIII of the Supplemental
Material [18].
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Our goal and results

Goal: to rigorously derive a kinetic theory for the coarsening of grain 
boundary networks.



Results:



(a)  Hydrodynamic limit theorem:  rigorously derive kinetic equations 
from a particle system that is a cartoon of the evolution of grain 
sizes by von Neumann's rule, interspersed with random flips.  
 
(Technically, this is more like a result in queuing theory, than 
geometric PDE and relies on the theory of piecewise deterministic 
Markov processes).



(b) Computational modeling:  Simulation of particle system; derivation 
of parameters of the model from "full computations" by others.



(c) Analysis of kinetic equations. For example, well-posedness and a 
proof of asymptotic self-similarity in some simple cases. 





Random fields compared with  kinetic description
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= v„= v7(n —6), V7 = —677 (1)dt 3
(von Neumann's law), where cr is the constant of dif-

Inilip I ly
Ordered

Ini tio lly
Disordered

through the film forming the wall between bubbles. This
process takes the froth through a continuous series of
states, which are stable with respect to the fast dynam-
ics. Figure 1 shows two time series for two-dimensional
dry froths, photocopied by Glazier, Gross, and Stavans
at intervals of several hours [38]. The two-dimensional
froths were formed from three-dimensional froths caught
between two glass plates. They are called dry when the
film between bubbles has been drained of excess liquid
to its minimal thickness, is homogenous throughout the
froth, and much thinner than the typical bubble diame-
ter. The froths clearly coarsen with time.
The mechanism of coarsening is easy to understand: in

two dimensions, bubble walls in a dry froth are sections
of circles that join three at a time at 120' angles. The
angles are necessarily 120' in order for the tensions of
the three joining walls to balance each other, rendering
the froth static with respect to its fast dynamics. Thus
few-sided bubbles must have walls that curve outward.
That requires excess pressure relatively to the neighbors
in such bubbles. Consequently air slowly diff'uses through
the walls to the neighbors, and few-sided bubbles shrink
in time, to vanish, eventually, with a larger average bub-
ble size as result.
In two dimensions, simple geometrical arguments lead

to von Neumann's law for the rate of change with time t
of the area A of any bubble with n neighbors [39],

fusion through the bubble walls, ~ is the tension in the
walls, and the area A of the bubble is the two-dimensional
equivalent of its volume. Notice that the rate of change of
the area depends on only one property of the bubble, its
number of neighbors n, which is also called its topological
class, or its topology
Bubbles with topology n ( 6 shrink according to

von Neumann's law. When a bubble has shrunk to zero
area, it has disappeared from the froth, and thereby
changed the number of neighbors of some of its neigh-
bors; see Fig. 2(a). Figure 2(b) shows a different pro-
cess, neighbor Snitching, which also changes the number
of neighbors to the bubbles involved. We shall neglect
these so-called Tq processes in the present paper because
those that are not related to the vanishing of bubbles
are responsible for less than l%%uo of the topology changing
processes, according to experimental observations [38].
Those Tq processes that are related to the vanishing of
bubbles occur frequently [38]; but their net effect might
be negligible; see Sec. XI. So, effectively we have no
explicit Tq processes in our model. This is our first ap-
proximation. It keeps our model simple. So simple that
it will contain no free parameters.
Prom Euler's theorem for the plane follows that the av-

erage number of neighbors to a bubble is 6. The vanishing
processes sketched in Fig. 2(a) respect this theorem by
conserving the average value 6: a vanishing bubble has
less than six neighbors; its deficit, 6 —n, is transferred
to its neighbors in the vanishing process, thereby keep-
ing constant an average equal to 6. For example, when a
bubble with topology 5 disappears, two of its neighbors
lose an edge, and one gains one.
The correct description of how these vanishing pro-

cesses affect the ensemble of bubbles involves neighbor
correlations. Nearest-neighbor correlations are expressed
in Aboav-Weaire's law,

m(n) = 6 —a+ (6a+ pq)/n (Aboav-Weaire's law),

(2)

(C) (0) (c)

where m(n) is the average topology of nearest neighbors
to bubbles with topology n, a is a constant of order 1,
and p2, defined below, is the second moment of the dis-
tribution of n, [40—44]. Experiments and simulations give
pq 1.4 —1.5 [36] and p2 1.2 [25]. As our second and
last approximation we neglect all neighbor correlations,
efFectively replacing m(n) with m(6) for vanishing bub-
bles. This approximation is worse for bubbles with fewer
sides. But because they turn out to be rare, our results
turn out quite well.

III. THE RANDOM-NEIGHBOR MODEL

(F) (F')

FIG. l. Evolution of (a) initially ordered and (b) initially
disordered soap froths in 2D [38]. Photos were taken after 1
h, 2.52 h, 4.82 h, 8.63 h, 19.87 h, and 52.33 h for series (a),
and after 1.95 h, 21.50 h, and 166.15 h for the series (b).

&-(t) = dA p„(A; t).

Let p„(A;t) denote the froth's relative frequency of
bubbles with area A and topology n at time t. A notation
for the frequency of bubbles with topology n and any area
will also be useful,

3
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Area

, x
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f (x,t)
7

Grain boundary evolution

Flow of number densities of 3 and 7 grains

Kinetic description

Figure:  Flyvbjerg, Phys. Rev. E (1993)



Topological types in 3D are much more complicated!

appear over 100 times in the Poisson-Voronoi microstruc-
ture, others appear only once, if at all; such an acute
disparity between the most and least frequent topological
realization of this p vector can also be found in grain
growth microstructures. This further illustrates that the p
vector alone cannot predict the frequency of a given topo-
logical type.

Figure 5 and Tables SII and SIII also indicate the orders
of the symmetry groups of the most frequent grain top-
ologies. A cursory examination reveals that the most fre-
quent grain topologies in grain growth microstructures are
substantially more symmetric than the corresponding ones
for Poisson-Voronoi microstructures. This observation is
made more quantitative in Fig. 6. Consider the probability
of a randomly selected grain having a particular symmetry
order. The ratio of these probabilities for the grain growth
and Poisson-Voronoi microstructures is plotted as a func-
tion of the order of the symmetry group in Fig. 6 and
summarized in Table SIV of the Supplemental Material
[18]. These results show that complete grain topology and
the frequencies of the order of symmetries provide an
outstanding tool for distinguishing between different cel-
lular microstructures; in the present case, the differences
between the relative frequencies of highly symmetric
grains in the grain growth and Poisson-Voronoi micro-
structures can be as large as a factor of 100. That is, highly
symmetric grains are substantially more common in the
grain growth microstructure. Equally interesting is that the
ratio between the probability that a grain has a particular
symmetry order S in the grain growth and Poisson-Voronoi
microstructures increases rapidly with S; the rough line
that passes through the data points in Fig. 6 indicates that
this ratio fSGG=f

S
PV ! S1:2 (we exclude data from the fit for

which the statistical error exceeds 25%—i.e., S ¼ 3, 32,
48, and 120).

As with the relatively stronger selection for certain p
vectors and Weinberg vectors in the grain growth micro-
structures than in the Poisson-Voronoi microstructures, the
difference in the symmetry of the grains may have its
origin in the energy-minimizing process of mean curvature
flow which is associated with grain growth. While a spheri-
cal grain shape minimizes its surface area-to-volume ratio
and is favored by mean curvature flow [19], grains in a
cellular network must fill space, and so their faces must be
polygonal. Nevertheless, just as curvature flow drives to-
wards geometrically symmetric spheres, we suggest that it
also drives towards topologically symmetric polyhedra, as
seen in the grain growth microstructures.

FIG. 6. A log-log plot of the ratio of the frequencies of grains
with a given symmetry group order S ( # 120) from the grain
growth microstructures fSGG and Poisson-Voronoi microstruc-
tures fSPV. Note that the statistical errors for S ¼ 3, 32, 48, and
120 all exceed 30% because of their extreme rarity in the
microstructures.

FIG. 5. Schlegel diagrams of the eight most common grain topologies (Weinberg vectors) in the Poisson-Voronoi and grain
growth microstructures. Listed for each topological type is a label, the frequency of occurrence f, the p vector, the number of faces F,
and the order S of the associated symmetry group. The Weinberg vectors are tabulated in Tables SII and SIII of the Supplemental
Material [18].
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Kinetic theories

Several groups of physicists and materials scientists introduced 
related, but distinct, kinetic theories at roughly the same time 
(1988-1993).  All these models have the form:

The left hand side describes the evolution of the population of 
k-gons by the von Neumann-Mullins rule (here x denotes area).

The right hand side describes the "collisions": i.e. the change in 
population caused by the vanishing of edges or grains.  

Each kinetic equation reported on here has a different collision 
term, arising from a different accounting of grain or edge 
deletion.

�tfk + (k � 6)�xfk =
�k+1

j=k�1 Tj,kfj , 0 < x <�, t > 0.



Singular events: (1) vanishing of an edge

The vanishing of an 
edge leads to an 
unstable 4-vertex and 
"neighbor switching".

Determinism und stockasticity in 2 0  soup froths 205 

The two major implications are 

(1) the strictly non-local nature of evolution and mechanical equilibrium 
established at all times for the whole system, and 

(2) the smooth and continuous evolution of the structure, as small variations in 
areas due to the diffusion of gas cause small adjustments in pressures, shapes 
and lengths. 

There are moments when this continuity is broken. At some point the length of a 
wall may become zero, so that two threefold vertices collide along this wall, forming an 
unstable fourfold vertex. It is always energetically favourable for this vertex to reduce 
into two new threefold vertices with a new wall of finite length between them. This 
topological transformation is called neighbour switching, because of the changes in the 
connectivity of the four participating cells (fig. 1). At the moment that this takes place, 
areas do not change, but the pressures, lengths and curvatures change in a 
discontinuous way. Given the geometry of the froth with a fourfold vertex it is always 
possible to determine the geometry after the switching. This means that switchings are 
deterministic events in the ideal froth. 

A different situation arises when a cell with number of sides n<6 becomes very 
small and has to disappear. The only way for such a cell to vanish as a whole is to shrink 
to a vertex of corresponding multiplicity, which for multiplicities higher than three 
would immediately reduce into several threefold vertices. We do not consider here two- 
sided cells, which should not appear during the coarsening, as shown by Weaire and 
Kermode (1984). 

Fig. 1 
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Different stages of neigl~bour switching with corresponding energies. 
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the switch: 
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  Figures: Fradkov, Magnasco, Udler, Weaire, (Phil. Mag. Lett. 1993)



  Figures: Fradkov, Glicksman,  Palmer, Nordberg, Rajan (Physica A 1993)

Singular events: (2) vanishing of a grain

-1

-1
-1

-1+1

Loss of a 4-gon.  
 
2 neighbors lose 1 edge.

Vanishing of a 5-gon.  
 
2 neighbors lose 1 edge.


1 neighbor gains 1 edge.



Singular events: (3) topological changes in the vanishing of a 4-gon
V. E. Fraclkov et al. 

Fig. 2 

(i: 
energy: 3.968 

(a) 
energy: 3.794 

(8 

energy: 3.866 

(4 
The two possible configurations after a fourfold vertex decay have energies less than the 

configuration with the fivefold vertex itself. 

For a fourfold vertex there are exactly I wo ways to reduce; for a fivefold vertex there 
exist five different final configurations. Any infinitesimal decay of the multiple vertex is 
irreversible. It is important to realize that more than one final configuration can have 
an energy smaller than that of the multiple vertex. This is illustrated in figs. 2 and 3, 
which represent different final configura~tions after reduction of four- and fivefold 
vertices by energy minimization. The outer ends of the walls without loss of generality 
are fixed at some positions on the circle, and the walls are taken to be straight lines. In 
all these cases, all the final configurations have energies smaller than the initial energy. 
This means that reduction of a multiple vertex is an event which cannot be resolved 
within the framework of the ideal froth model; the model (as classically defined or 
implied) is incomplete since it lacks a specijication of how to reduce multiple vertices to 
triple vertices. 

The formal reason for the need of this extra specification is the following. Assume, as 
given, equations of motion having well separated fast and slow time scales, so that the 
slow time scale can be treated as an adiabatic perturbation. It is well known from the 
classical theory of differential equations that in this case, as long as there exists a stable 
equilibrium of the fast time scale, the slovv time scale smoothly follows it. If eventually 
the stable equilibrium ceases to exist, the fast time scale will be awakened until a new 
stable equilibrium is found. The jump between stable equilibria is made on the fast time 
scale and hence depends strongly on hovv its dynamics is implemented, not only near 

The vanishing of a 4-cell passes through an unstable 4-vertex, and 
can lead to two topologically distinct networks.  



Singular events: (4) vanishing of a 5-gon
Determinism and stochasticity in 2 0  soap froths 

energy : 4.986 

(a) 

energy: 4.497 

(4 

Fig. 3 

energy: 4.659 

(4 

energy: 4.617 

(4 

energy: 4.531 energy: 4.476 

(4 (f) 
The five possible configurations after a fivefold decay have energies less then the configuration 

with the fivefold vertex itself. 

the equilibrium points, but also away from them. This is the situation in the ideal soap 
froth; the stable mechanical equilibrium of the wall network is lost when a higher- 
connectivity vertex is created, ;and therefore a new stable equilibrium position will have 
to be found. If several vertices are available, the vertex to be chosen will depend on the 
dynamics of the mechanical tirne scale away from equilibrium. However, in the ideal 2D 
froth model, these dynamics have never been stated; we only know that the stable 
equilibria correspond to minimization of the length of the network, but we do not know 
how this minimization proceeds away from a minimum. More specifically, since the 
jump occurs on the fast time scale, we have no right to assume that the walls of the 

The vanishing of a 5-cell occurs through 
passage through the unstable 5-vertex 
and can lead to five topologically distinct 
networks.  

The number of distinct networks is 
the same as the number of planar, 
rooted trees with 4 and 5 vertices 
respectively.

  Fig. Fradkov, Magnasco, Udler, Weaire, (Phil. Mag. Lett. 1993).



Common features of kinetic theories

(a) Mean-field assumption: Ignore correlations between grain  
shapes. At each singular event, pick grains independently and 
increase or decrease their number of edges by 1, according 
to the event type. For example, when a 5-gon vanishes pick 
three grains independently, decrease the number of edges 
for two of them, and increase the number of sizes for one of 
them. 

(b) assume probability of picking a k-gon is proportional to k.  
assume probability of picking a k-gon is proportional to total 
number of k-gons.  

(c)  Rate of vanishing events is proportional to number density of 
k-gons with zero area.  

(d) Total number decreases.  
Total area is preserved.  
Polyhedral defect is preserved (integral form of Euler 
characteristic).



Distinct features of kinetic theories

Beenakker (1987): assume all faces circular arcs, finds a most 
likely topology given the perimeter, treats k as a continuous 
variable, and obtains a diffusion equation.

Fradkov-Udler (1994): introduces a phenomenological parameter  
to  parametrize relative rate of vanishing of edges and grains. 
Ignores vanishing of 5 grains.

Flyvbjerg (1993): ignore vanishing of edges. Obtains a model with 
no free parameters.

Marder (1987): wants to removes sizes from 2 neighboring face 
with smallest areas when a 4-gon vanishes. Does this by picking 
four neighbors independently, and removing edges from the two 
smaller ones.



An example of a kinetic equation (Flyvbjerg)

c+ = 5
6f5(0, t).

�tfk + (k � 6)�xfk =
�k+1

j=k�1 Tj,kfj , 0 < x <�, t > 0.

Tj,k =

�
�

�

c+j, j = k � 1
Ȧ
A � (c+ + c�) k, j = k,
c�j, j = k + 1.

c� = 1
6

�5
l=0(l � 6)2fl(0, t) + c+.

Only nonlinearity is in the coupling terms fl(0, t)fj(x, t).



What is the correct kinetic theory?

All equations seem to match experimental 
data to reasonable approximation...  
 
On the other hand: 



(i) the experimental data is rather limited 
-- about 1000 soap bubbles in Marder's 
comparison.  

(ii)  others compare with numerical 
simulations of roughly the same size, 
but provide no explanation on the 
numerical resolution of singular events.



 
(iii) there appears to be no side-by-side 
comparison of the various equations to the 
same data sets.  

  Fig. Marder (Phys. Rev. A. 1987).



The kinetic equations work as a quick and dirty approach to the 
problem. However, the "thermalizing" effect of coarsening, 
depends critically on the flow through singular events, which 
remains poorly understood. At present, we do not know how to 
connect solutions to the PDE with the kinetic equations. 



But there are many unexplored problems of intermediate 
difficulty which contain some of the same features. For example, 
a purely combinatorial description of coarsening, i.e. evolution of 
a planar graph through discrete elementary moves as shown 
below, is already interesting. 4050 HENRIK FLYVBJERG 47

solved by

(n) = 6+ Ax —A/f(x) dx' f(x')
This equation may be inverted to give

f(x) = 6+Ax —(n) )6+ Ax' —(n) )
(50)

which shows (n) ( 6+ Ax for all x & 0

XI. Tg PROCESSES AND SIDE-SHEDDING

FIG. 11. Side shedding by T& process in a shrinking bub-
ble. Compare the result with Fig. 2(a).

Our random-neighbor model is based on two approx-
imations: (1) neighbor relations are random, and (2)
neighbor switching Tq processes, as shown in Fig. 2(b),
do not occur. The last approximation has a dual motiva-
tion. (a) Experimentally, it is observed that Tq processes
that are unrelated to vanishing processes make up less
than 1% of all topology changing processes, Tq and T2
[38]. (b) Theoretically, we notice that even if Tq pro-
cesses cause side shedding in a bubble that shrinks to
vanish, they leave no apparent efFect once the bubble has
disappeared.
In a recent article, Fradkov et al. discuss under which

conditions bubbles may shrink without shedding sides
[32]. Working with plausible assumptions, they find that
a rather symmetric geometry of a shrinking bubble suf-
fices. Since such a geometry typically has a lower energy
than an asymmetric one, the dynamics of a froth favors
such geometries, thereby suppressing side shedding.
On the other hand, Stavans and Glazier [1] observed

that only 16% of shrinking pentagons disappear directly
[64] and only M% of shrinking quadrangles do so accord-
ing to Glazier, Gross, and Stavans [38]. Herdtle and Aref
report a frequency ratio of T1 to T2 processes of 3:2 in
the scaling state, as investigated in their state-of-the-art
defining simulations of the ideal, dry 2D froth [25]. They
also provide a rough and simple explanation of this ratio,
which assumes that no four- or five-sided bubbles disap-
pear directly, but only through side shedding to three-
sided bubbles which then disappear.
However, even when side shedding occurs, it may

not affect the precision of our model. As exemplified
by Fig. 11 compared with the vanishing pentagon in
Fig. 2(a), side shedding by a shrinking bubble does not
affect the net result left over when the bubble has van-
ished. Of course, this net result is obtained faster when
shrinking bubbles shed sides, because fewer-sided bub-
bles shrink faster. But if it is only at small areas x that
side shedding sets in, only a small fraction of the bub-
bles in the froth are afFected, and only for the short while
that it takes the shrinking and shedding bubble to van-
ish. So f (x) may very well change little because of side
shedding, except at small values of x. All this is just
hypothesizing, of course.
It is unfortunate that Herdtle and Aref report no re-

sults for the distributions f„(x), since such results could
replace hypothesis with facts. Experimental results for

grain growth in aluminum, Figs. 2—4 in [49], show a dif-
ference to our results for f„(x) for n = 4, 5, and 6 and
x 0, which could well be explained as the result of
side shedding. The functions seem to vanish as x ap-
proaches 0. However, one should not uncritically iden-
tify grain growth with coarsening in froths; especially
not when side shedding is in focus. The fast and the
slow dynamics in froths occur on the same time scale
in grain growth, and domain boundaries in grain growth
may consequently deviate from the perfect arcs of circles
they form in froths. The question of side shedding is
particularly sensitive to this difference between the two
systems. Also, recent experiments on 2D grain growth
in thin polycrystalline films of succininitrile show four-
and five-sided grains shrinking almost to the vanishing
limit without shedding sides [12]. These experimental
results are in accord with computer simulations of single,
shrinking grains, presented in the same article.
So all we can conclude about side shedding for the

present is that it is under investigation, and that it should
be investigated also in direct simulations of ideal, dry
froths. But this lack of hard facts does not affect our
model building in the present paper. Our goal was a
minimal model, and we have arrived at that goal. Side-
shedding may then be added to this minimal model, as
done by Fradkov and Udler in their model [49], for exam-
ple. On the basis of their results, we expect side shedding
to increase the ratio Ps/Ps towards the experimental val-
ues shown in Fig. 8(b).

XII. CONCLUSIONS, SUGGESTIONS

We have described a minimal model for the ideal, dry,
2D froth and seen that the single-bubble distributions
f„(x;t) to a good approximation form a complete set
of variables, sufFicient to describe the dynamics of these
variables. von Neumann's law and Euler's theorem for
the plane, supplemented with a random-neighbor approx-
imation, give a closed and complete set of dynamical
equations for these distributions. These equations have a
unique attractive fixed point for their time evolution. At
this fixed point, we found normal growth with exponent
1/2. We also found the asymptotic n dependence of P
and (x)„analytically. The latter result amounts to an
analytical proof of I ewis's law, and shows that it is an
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by an ensemble of individual bubbles obeying von Neu-
mann's law and Euler's theorem, but keep track of neigh-
bor relations. Where our model is annealed, their models
are quenched. Consequently, they have no master equa-
tion expressible in terms of single-bubble distributions.
All the mentioned models resemble each other, because
they all embody von Neumann's law and Euler's theorem.
They differ only in their treatment of neighbor relations
in topology changing processes. Apparently small dif-
ferences in that treatment have profound consequences
for the models' tractability, dynamics, and predictions,
however.

IV. SCALE-INVARIANT EQUATIONS,
NORMAL GROWTH

FIG. 2. (a) Vanishing of domains with 3, 4, and 5 neigh-
bors, so-called T2 processes. (b) Neighbor switching, so-called
T1 process.

A=) dAAp„(A;t), (12)

consistent with Eq. (10) when Eq. (7) is satisfied.
Equation (ll) is almost identical to the "gas approxi-

mation" by Fradkov, Udler, and Kris [46] with a crucial
difFerenee: We insist on having no neighbor correlations
in the model, and are consequently forced to accept the
presence of bubbles with 0 and 1 edges, in addition to
those with 2,3,4, ... occurring in [46]. We are forced the
following way: in the random choice of neighbors to a
vanishing bubble, bubbles with topology n are chosen
with probability proportional to n to become bubbles
with topology n —1. Consequently, the dynamics forces
all non-negative topologies into the ensemble. As we shall
see, our model assigns negligible probability to bubbles
with 1 and 0 edges. So though they are mathematical
artifacts, we accept their presence in order to be con-
sistent with the random-neighbor approximation. As a
fringe benefit, this also keeps the model mathematically
simple, to an extent that makes it possible to obtain sev-
eral results analytically. Actually, our model is so simple
that it is almost solvable when a simple assumption is
made; see Appendix B. Another difference to the model
in [46] is our dynamical definition of c~ above. In [46], c+
describes all topology-incrementing processes, i.e., both
T~ and T2 processes, and is not determined dynamically,
but by fitting to experimental data. We could do that,
too, but we find a parameter-free theory more challenging
since its case can be argued, as we have done.
Equation (11) also resembles a theory by Marder [47],

but our expression for T„~ is much simpler. It also re-
sembles a mean-field theory by Beenakker [48], with the
crucial difFerence that Beenakker makes a specific ansatz
for the shape and topology n of a bubble with a given area
A. Finally one may compare our model with the simula-
tions of Fradkov and Udler and Beenakker, described in
[49] and [50], respectively. They also approximate a froth

and dimensionless functions

f„(x;t) = A(t) p„(A;t),
we have

(14)

p„(t) = dx f„(x;t),

and the master equation (ll) takes the form
0

A f„(x;t) =—[—(n —6)+Ax] + 2A
Ot

—(ci + c )n f„(x;t)

+c+(n —1)f„ i(x; t)
+c (n + 1)f„+,(x; t). (16)

Here c+ and c have been redefined by absorbing a factor
A/vr into them, so that now they are dimensionless,

5

c+ ——s fs(0;t), c = s ) (k —6) fg(0;t)+cp. (17)

So A is now

(18)

Finally we need

A(t) = dt'A(t')

to have a closed set of equations. In a numerical inte-
gration of Eq. (16) it is more convenient to work with a
scale-invariant, dimensionless "time" parameter

Our master equation (ll) contains only one indepen-
dent, dimensionfull parameter, v7 for example. We ab-
sorb a factor v7 in t. Then t has dimension area,
and the rates in Eq. (1) become dimensionless integers:
v„= n —6. Introducing the relative area

x = A/A(t),
  Fig. Flyvbjerg (Phys. Rev. E. 1993).
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= v„= v7(n —6), V7 = —677 (1)dt 3
(von Neumann's law), where cr is the constant of dif-

Inilip I ly
Ordered

Ini tio lly
Disordered

through the film forming the wall between bubbles. This
process takes the froth through a continuous series of
states, which are stable with respect to the fast dynam-
ics. Figure 1 shows two time series for two-dimensional
dry froths, photocopied by Glazier, Gross, and Stavans
at intervals of several hours [38]. The two-dimensional
froths were formed from three-dimensional froths caught
between two glass plates. They are called dry when the
film between bubbles has been drained of excess liquid
to its minimal thickness, is homogenous throughout the
froth, and much thinner than the typical bubble diame-
ter. The froths clearly coarsen with time.
The mechanism of coarsening is easy to understand: in

two dimensions, bubble walls in a dry froth are sections
of circles that join three at a time at 120' angles. The
angles are necessarily 120' in order for the tensions of
the three joining walls to balance each other, rendering
the froth static with respect to its fast dynamics. Thus
few-sided bubbles must have walls that curve outward.
That requires excess pressure relatively to the neighbors
in such bubbles. Consequently air slowly diff'uses through
the walls to the neighbors, and few-sided bubbles shrink
in time, to vanish, eventually, with a larger average bub-
ble size as result.
In two dimensions, simple geometrical arguments lead

to von Neumann's law for the rate of change with time t
of the area A of any bubble with n neighbors [39],

fusion through the bubble walls, ~ is the tension in the
walls, and the area A of the bubble is the two-dimensional
equivalent of its volume. Notice that the rate of change of
the area depends on only one property of the bubble, its
number of neighbors n, which is also called its topological
class, or its topology
Bubbles with topology n ( 6 shrink according to

von Neumann's law. When a bubble has shrunk to zero
area, it has disappeared from the froth, and thereby
changed the number of neighbors of some of its neigh-
bors; see Fig. 2(a). Figure 2(b) shows a different pro-
cess, neighbor Snitching, which also changes the number
of neighbors to the bubbles involved. We shall neglect
these so-called Tq processes in the present paper because
those that are not related to the vanishing of bubbles
are responsible for less than l%%uo of the topology changing
processes, according to experimental observations [38].
Those Tq processes that are related to the vanishing of
bubbles occur frequently [38]; but their net effect might
be negligible; see Sec. XI. So, effectively we have no
explicit Tq processes in our model. This is our first ap-
proximation. It keeps our model simple. So simple that
it will contain no free parameters.
Prom Euler's theorem for the plane follows that the av-

erage number of neighbors to a bubble is 6. The vanishing
processes sketched in Fig. 2(a) respect this theorem by
conserving the average value 6: a vanishing bubble has
less than six neighbors; its deficit, 6 —n, is transferred
to its neighbors in the vanishing process, thereby keep-
ing constant an average equal to 6. For example, when a
bubble with topology 5 disappears, two of its neighbors
lose an edge, and one gains one.
The correct description of how these vanishing pro-

cesses affect the ensemble of bubbles involves neighbor
correlations. Nearest-neighbor correlations are expressed
in Aboav-Weaire's law,

m(n) = 6 —a+ (6a+ pq)/n (Aboav-Weaire's law),

(2)

(C) (0) (c)

where m(n) is the average topology of nearest neighbors
to bubbles with topology n, a is a constant of order 1,
and p2, defined below, is the second moment of the dis-
tribution of n, [40—44]. Experiments and simulations give
pq 1.4 —1.5 [36] and p2 1.2 [25]. As our second and
last approximation we neglect all neighbor correlations,
efFectively replacing m(n) with m(6) for vanishing bub-
bles. This approximation is worse for bubbles with fewer
sides. But because they turn out to be rare, our results
turn out quite well.

III. THE RANDOM-NEIGHBOR MODEL

(F) (F')

FIG. l. Evolution of (a) initially ordered and (b) initially
disordered soap froths in 2D [38]. Photos were taken after 1
h, 2.52 h, 4.82 h, 8.63 h, 19.87 h, and 52.33 h for series (a),
and after 1.95 h, 21.50 h, and 166.15 h for the series (b).

&-(t) = dA p„(A; t).

Let p„(A;t) denote the froth's relative frequency of
bubbles with area A and topology n at time t. A notation
for the frequency of bubbles with topology n and any area
will also be useful,

3

Area

Area

, x

f (x,t)

f (x,t)
7

One solution to PDE, from an 
ensemble of such solutions. Flow of number densities of 3 and 7 grains

???

Self-similar infinite networks? Self-similar solutions to kinetic equations.



Hydrodynamic limits (1): a comparison for coagulation

f (x,t)

mass, x

�tf = Q(f, f)Ensemble of diffusing colloidal 
particles that stick when they meet. 

???

Terminology: "Hydrodynamic" refers to origin of this class of problems 


(derivation of equations for gas dynamics and the Boltzmann equation from hard spheres).

Q(f,f) is a binary collision kernel with 
a rate kernel K(x,y) proposed by 
Smoluchowski.



Hydrodynamic limits (2): a comparison for coagulation

f (x,t)

mass, x

�tf = Q(f, f)

Marcus-Lushnikov process:



State space = partitions of {1,...,N}.


Transition rates given by fixed 
coagulation kernel K(x,y). The rate 
kernel (heuristically) captures all 
physics).

Find a simpler N particle sytem (Markov process)  whose empirical 
measures satisfy the kinetic equations in the limit of large numbers.



The good and the bad

Bad: 



Have removed all geometry.  This is not a first principles 
derivation.

Good: 


 
        (1) The simplified Markov process clarifies many of the 
probabilistic assumptions implicit in the kinetic equations. 
Technically: basic estimates via martingales.


       


        (2) Abstract structure often leads to connections with 
other areas and is usually of independent interest.



        (3) Some progress, since the geometric evolution of 
random networks is currently out of reach (no global well-
posedness, resolution of singularities). 



Our particle system

8−gons

3−gons

4−gons

6−gons

7−gons

M species with different velocity fields, some left moving, 
some zero, some right moving. For example, as above.



State of the system = N points with coordinates (s,x) 
denoting species and size respectively. 



Transitions (1). Deletion of edges

8−gons  

3−gons  

4−gons  

6−gons  

7−gons  

8−gons  

3−gons  

4−gons  

6−gons  

7−gons  

Immediately before jump After jump

Markovian assumption: Times of jumps are independent, exponential random 
variables with rate constant that could depend on the state prior to jump.
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(a)

by an ensemble of individual bubbles obeying von Neu-
mann's law and Euler's theorem, but keep track of neigh-
bor relations. Where our model is annealed, their models
are quenched. Consequently, they have no master equa-
tion expressible in terms of single-bubble distributions.
All the mentioned models resemble each other, because
they all embody von Neumann's law and Euler's theorem.
They differ only in their treatment of neighbor relations
in topology changing processes. Apparently small dif-
ferences in that treatment have profound consequences
for the models' tractability, dynamics, and predictions,
however.

IV. SCALE-INVARIANT EQUATIONS,
NORMAL GROWTH

FIG. 2. (a) Vanishing of domains with 3, 4, and 5 neigh-
bors, so-called T2 processes. (b) Neighbor switching, so-called
T1 process.

A=) dAAp„(A;t), (12)

consistent with Eq. (10) when Eq. (7) is satisfied.
Equation (ll) is almost identical to the "gas approxi-

mation" by Fradkov, Udler, and Kris [46] with a crucial
difFerenee: We insist on having no neighbor correlations
in the model, and are consequently forced to accept the
presence of bubbles with 0 and 1 edges, in addition to
those with 2,3,4, ... occurring in [46]. We are forced the
following way: in the random choice of neighbors to a
vanishing bubble, bubbles with topology n are chosen
with probability proportional to n to become bubbles
with topology n —1. Consequently, the dynamics forces
all non-negative topologies into the ensemble. As we shall
see, our model assigns negligible probability to bubbles
with 1 and 0 edges. So though they are mathematical
artifacts, we accept their presence in order to be con-
sistent with the random-neighbor approximation. As a
fringe benefit, this also keeps the model mathematically
simple, to an extent that makes it possible to obtain sev-
eral results analytically. Actually, our model is so simple
that it is almost solvable when a simple assumption is
made; see Appendix B. Another difference to the model
in [46] is our dynamical definition of c~ above. In [46], c+
describes all topology-incrementing processes, i.e., both
T~ and T2 processes, and is not determined dynamically,
but by fitting to experimental data. We could do that,
too, but we find a parameter-free theory more challenging
since its case can be argued, as we have done.
Equation (11) also resembles a theory by Marder [47],

but our expression for T„~ is much simpler. It also re-
sembles a mean-field theory by Beenakker [48], with the
crucial difFerence that Beenakker makes a specific ansatz
for the shape and topology n of a bubble with a given area
A. Finally one may compare our model with the simula-
tions of Fradkov and Udler and Beenakker, described in
[49] and [50], respectively. They also approximate a froth

and dimensionless functions

f„(x;t) = A(t) p„(A;t),
we have

(14)

p„(t) = dx f„(x;t),

and the master equation (ll) takes the form
0

A f„(x;t) =—[—(n —6)+Ax] + 2A
Ot

—(ci + c )n f„(x;t)

+c+(n —1)f„ i(x; t)
+c (n + 1)f„+,(x; t). (16)

Here c+ and c have been redefined by absorbing a factor
A/vr into them, so that now they are dimensionless,

5

c+ ——s fs(0;t), c = s ) (k —6) fg(0;t)+cp. (17)

So A is now

(18)

Finally we need

A(t) = dt'A(t')

to have a closed set of equations. In a numerical inte-
gration of Eq. (16) it is more convenient to work with a
scale-invariant, dimensionless "time" parameter

Our master equation (ll) contains only one indepen-
dent, dimensionfull parameter, v7 for example. We ab-
sorb a factor v7 in t. Then t has dimension area,
and the rates in Eq. (1) become dimensionless integers:
v„= n —6. Introducing the relative area

x = A/A(t),

Mean field: no correlation between neighbors.



Transitions (2). Deletion of grains (boundary events)

8−gons  

3−gons  

4−gons  

6−gons  

7−gons  

4−gons  

6−gons  

7−gons  

8−gons  

3−gons  

A particle hits the origin


(size becomes zero). 

A fixed number of independent 
particles are chosen and mutated to 
other species. This number depends 
on the particular boundary event. 
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by an ensemble of individual bubbles obeying von Neu-
mann's law and Euler's theorem, but keep track of neigh-
bor relations. Where our model is annealed, their models
are quenched. Consequently, they have no master equa-
tion expressible in terms of single-bubble distributions.
All the mentioned models resemble each other, because
they all embody von Neumann's law and Euler's theorem.
They differ only in their treatment of neighbor relations
in topology changing processes. Apparently small dif-
ferences in that treatment have profound consequences
for the models' tractability, dynamics, and predictions,
however.

IV. SCALE-INVARIANT EQUATIONS,
NORMAL GROWTH

FIG. 2. (a) Vanishing of domains with 3, 4, and 5 neigh-
bors, so-called T2 processes. (b) Neighbor switching, so-called
T1 process.

A=) dAAp„(A;t), (12)

consistent with Eq. (10) when Eq. (7) is satisfied.
Equation (ll) is almost identical to the "gas approxi-

mation" by Fradkov, Udler, and Kris [46] with a crucial
difFerenee: We insist on having no neighbor correlations
in the model, and are consequently forced to accept the
presence of bubbles with 0 and 1 edges, in addition to
those with 2,3,4, ... occurring in [46]. We are forced the
following way: in the random choice of neighbors to a
vanishing bubble, bubbles with topology n are chosen
with probability proportional to n to become bubbles
with topology n —1. Consequently, the dynamics forces
all non-negative topologies into the ensemble. As we shall
see, our model assigns negligible probability to bubbles
with 1 and 0 edges. So though they are mathematical
artifacts, we accept their presence in order to be con-
sistent with the random-neighbor approximation. As a
fringe benefit, this also keeps the model mathematically
simple, to an extent that makes it possible to obtain sev-
eral results analytically. Actually, our model is so simple
that it is almost solvable when a simple assumption is
made; see Appendix B. Another difference to the model
in [46] is our dynamical definition of c~ above. In [46], c+
describes all topology-incrementing processes, i.e., both
T~ and T2 processes, and is not determined dynamically,
but by fitting to experimental data. We could do that,
too, but we find a parameter-free theory more challenging
since its case can be argued, as we have done.
Equation (11) also resembles a theory by Marder [47],

but our expression for T„~ is much simpler. It also re-
sembles a mean-field theory by Beenakker [48], with the
crucial difFerence that Beenakker makes a specific ansatz
for the shape and topology n of a bubble with a given area
A. Finally one may compare our model with the simula-
tions of Fradkov and Udler and Beenakker, described in
[49] and [50], respectively. They also approximate a froth

and dimensionless functions

f„(x;t) = A(t) p„(A;t),
we have

(14)

p„(t) = dx f„(x;t),

and the master equation (ll) takes the form
0

A f„(x;t) =—[—(n —6)+Ax] + 2A
Ot

—(ci + c )n f„(x;t)

+c+(n —1)f„ i(x; t)
+c (n + 1)f„+,(x; t). (16)

Here c+ and c have been redefined by absorbing a factor
A/vr into them, so that now they are dimensionless,

5

c+ ——s fs(0;t), c = s ) (k —6) fg(0;t)+cp. (17)

So A is now

(18)

Finally we need

A(t) = dt'A(t')

to have a closed set of equations. In a numerical inte-
gration of Eq. (16) it is more convenient to work with a
scale-invariant, dimensionless "time" parameter

Our master equation (ll) contains only one indepen-
dent, dimensionfull parameter, v7 for example. We ab-
sorb a factor v7 in t. Then t has dimension area,
and the rates in Eq. (1) become dimensionless integers:
v„= n —6. Introducing the relative area

x = A/A(t),



Projecting numerical data to the model
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General model

Number of species that have negative, zero and positive velocity.

{v1, . . . , vM}

{M�,M0,M+}

Velocity fields (need not be constant).

K(l) Number of particles that mutate at boundary event l (e.g. 3 at 
3-gon, 2 at 4-gon, 3 at 5-gon.

R(l) Matrix of size K(l) x M  that takes values in {1, ..., M}. 


Describes the mutation of species at boundary event at species l.

There are M�
 possible boundary events, corresponding to each left 
moving species (e.g. k-gons with k less than 6).

w(l) A vector of positive weights of length M used to define 
probabilities (needed to bias selection of k-gons by k).



The law of mutation at boundary events

 At a boundary event at species l  pick random   particles 

such that the species S's are independent, with identical law

P(Sj = s) = w(s,l)NsPM
k=1 w(k,l)Nk)

.

Each           is conditional on the corresponding       Xj Sj

and is chosen uniformly from the particles of species Sj

The particle (Sj , Xj) is  mutated to (R(l)
Sj ,j , Xj)

(S1, X1), (S2, X2), . . . , (SK(l) , XK(l))



General structure: consider only boundary events

(1)  The particle system is an example of a piecewise deterministic 
Markov process (PDMP).  Given the state, the time of the next jump 
is deterministic. Such systems were typically studied in queuing 
theory, boundary events correspond to the arrival of customers at a 
queue. 

(2)  The evolution of a tagged particle consists of deterministic drift, 
with jumps in the velocity caused by mutation between species. 

time, t  

   
size, x  



Kinetic equations
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2.2 Kinetic equations

Several important kinetic equations arise as hydrodynamic limits of Marko-
vian particle models as the number of particles N ! 1 [?]. The particle
process described above is an example of a piecewise deterministic Markov
process (PDMP). Roughly, the theory of PDMPs augments the structure of
pure-jump Markov process to include a deterministic drift as above. The the-
ory of PDMPs will imply that the particle system defined informally above
generates a well-defined evolution. We defer a formal statement of this fact
in order to state our main theorem.

For each state (s(t),x(t)) and a species k 2 {1, . . . ,M} we define an
empirical measure

µ

N

k

(t) =
1
N

N(t)
X

i=1

1{s

i

=k}�x

i

. (7)

It is important to note that the empirical measures are normalized by the
fixed initial number N = N(0), not N(t). Thus,

P

N

k=1 µ

N

k

(t) is in general
not a probability measure for t > 0.

Our hydrodynamic limit theorem (Theorem 1 below) shows that the em-
pirical measures approximately solve a kinetic transport equation, with a
source term given by the flux of particles from both interior and boundary
events. It is simpler to state the equations assuming that for each species k

the weak limit µ

k

(t) = lim
N!1 µ

N

k

(t) has a number density

µ

k

(t)(dx) = f

k

(x, t) dx. (8)

We also define the total numbers of µ

k

F

k

(t) =
Z 1

0
f

k

(x, t) dx, F (t) =
M

X

k=1

F

k

(t), (9)

and the weighted fractions

W

(l)
k

(t) =
w

(l)
k

P

M

p=1 w

(l)
p

F

p

(t)
, F

o(t) =
M

X

p=1

w

o

p

F

p

(t), �(t) =
F (t)
F

o(t)
. (10)

Then the limiting density f

�

satisfies the kinetic transport equations

@

t

f

�

(x, t) + @

x

(v
�

(x)f
�

(x, t)) =
M

X

l=1

f

l

(0, t)v
l

(0)

0

@

�K

(l)
W

(l)
�

(t)f
�

(x, t) +
M

X

k=1

W

(l)
k

(t)f
k

(x, t)
K

(l)
X

j=1

1{R

(l)
kj

=�}

1

A

+��(t)

0

@

�w

o

�

K

o

f

�

(x, t) +
M

X

k=1

w

o

k

f

k

(x, t)
K

o

X

j=1

1{R

o

kj

=�}

1

A

. (11)

While perhaps cumbersome at first sight, equation (11) is easily understood.
The index � denotes a fixed species under consideration, the indices k and
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events. It is simpler to state the equations assuming that for each species k

the weak limit µ

k

(t) = lim
N!1 µ

N

k

(t) has a number density

µ

k

(t)(dx) = f

k

(x, t) dx. (10)

We also define the total numbers of µ

k

,

F

k

(t) =
Z 1

0
f

k

(x, t) dx, F (t) =
M

X

k=1

F

k

(t), (11) eq:numbers-not1

and the weighted fractions

W

(l)
k

(t) =
w

(l)
k

P

M

p=1 w

(l)
p

F

p

(t)
, F

o(t) =
M

X

p=1

w

o

p

F

p

(t), �(t) =
F (t)
F

o(t)
. (12) eq:numbers-not2

Then for each species � 2 {1, . . . ,M} the limiting density f

�

satisfies the
kinetic transport equations

@

t

f

�

(x, t) + @

x

(v
�

(x)f
�

(x, t)) =
M�
X

l=1

f

l

(0, t)v
l

(0)

 

�K

(l)
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(l)
�
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�
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M

X
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J

(l)
k,�

W

(l)
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(t)f
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(x, t)
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+��(t)

 

�K

o
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�

(x, t) +
M

X
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J

o

k,�

w

o

k

f

k

(x, t)

!

. (13) eq:kinetic

While perhaps cumbersome at first sight, equation (
eq:kinetic
13) is easily understood.

The index � denotes a fixed species under consideration, the indices k and
l are used to sum over inter-species interactions, and j indexes the K

(l)

particles involved in the boundary event at species l or the K

o particles
involved in an interior mutation. The first line describes the advection of the
number density f

�

under the velocity field v

�

. The second line describes the
growth and loss of species � due to M possible boundary events. A boundary
event for species l 2 S� gives rise to both birth and death terms in proportion
to the rate �f

l

(0, t)v
l

(0) and the weights W

(l)
k

(t)f
k

(x, t). The weights J

(l)
k,�

and J

o

k,�

defined in equation (
eq:Jdef
8) arise as we sum over all mutations that lead

to the creation of particles of species � of size x when a particle of species l

hits the origin. Similarly, such particles may be lost when they are mutated.
This occurs in proportion to the weight W

(l)
�

(t). The third line sums over the
analogous birth and death terms because of interior events.

2.3 The hydrodynamic limit theorem

We consider the class of test functions2

C = { 2 C

1(R+) \ C

b

(R+) :  0 2 C

b

(R+)}, (14) eq:test-fn

2 GM. does not assume  (0) = 0.

Fk(t) =
��
0 fk(x, t) dx, F (t) =

�M
k=1 Fk(t),



The empirical measures

N

I

(s1(t), s2(t), . . . , sN (t); x1(t), . . . , xN (t))

The total number of particles (does not change in time). 

The state of the system.

An open interval on the half-line.

This is the normalized number of particles of species        in the interval I.

µ�,N (t) def= 1
N

�N
j=1 1I(xj(t))1�(sj(t)).

L�,N (t) Normalized number of particles of species      lost at the origin.

�

�



Global semiflow (well-posedness)

Thm. 1. Assume given bounded, continous number densities for each species, such that

0 � f�(x, 0),
��
0 f�(x, 0) dx <�, 1 � � �M.

Then the  kinetic equation has a unique global solution in 

Corollary 1. For initial measures with densities as above, the kinetic equations 
define a global semiflow in the space of measures equipped with the weak 
topology.

and the solution depends continuously on the initial data.

Remark: This theorem is not optimal when M=1. It is possible to define global 
measure-valued solutions, without assuming the existence of a density.  Related 
to Menon-Niethammer-Pego (2009) on min-driven coagulation.



C
�
[0,�), (BC � L1)M

�



Convergence in probability

Thm. 2. Assume given bounded, continuous number densities for each species such that

0 � f�(x, 0),
��
0 f�(x, 0) dx <�, 1 � � �M.

Consider the N-particle system with initial empirical measures that
converge weakly to the measure           with density          .

Then for each           and              :� > 0

Here     is a distance that metrizes weak convergence of the empirical measures  
and         denotes the solution to the kinetic equations with the given initial data.

d
µ(t)

T > 0

µN
� (0)

µ�(0) f�(0)

Remark:  We expect, but  have not proved, large deviation bounds for the rate 
of convergence even in the case M=1.

limN�� P
�
sup0�t�T max1���M d

�
µN

� (t), µ�(t)
�

> �
�

= 0.



The main estimate for tightness

 I

size, x   

time, t 

mN (t, �) = supI,|I|<�

�N
s=1 µs,N (t)(I).

E(mN (t, �)) � C(T ) E(mN (0, �)), t � [0, T ].




