Linear Algebra EIGENVALUES

MA 242 (Spring 2013) AND
Instructor: M. Chirilus-Bruckner EIGENVECTORS

Let A be an n x n matrix. Then a nonzero vector v € R™ is called an eigenvector of A if
Av = v

for some scalar A. This scalar A\ is then called eigenvalue of A and v is said to be the
corresponding eigenvector. The set of all solutions to

(A=X)v=0

is called the eigenspace corresponding to A.

Computing eigenvalues

A scalar )\ is an eigenvalue of an n x n matrix A if and only if the equation
(A=X)v=0

has nontrivial solutions, which is only true if (A — AI) is not invertible (otherwise it has the unique

solution v = 0), which is only true if

det(A — \I) = 0.

1
Example in R?: Compute eigenvalues and eigenvectors of A = { 0 ; ]

1. A=\ =
2. det(A —\I) =
3. det(A — AI) = 0 has solutions A\; = J A2 =

4. eigenvector for Ay:

5. eigenvector for As:




—_

2 -1 8—-2A

det(A — M) = —(\ — 9)(\ — 2)2. (characteristic equation)

A1 =9 (with multiplicity one), Ay = 2 (with multiplicity two)

eigenvector for Ay = 9:

4-9 -1 6 0 10 =10 1
2 1-9 6 Ol ~|101 —=1]0|, sov=s|1],seR
2 -1 8-9|0 00 010 1
1
Choose, for instance, v1 = | 1 |. Note: Eigenvectors are only unique up to scaling.
1
4 -1 6 1
Check: Avi =12 1 6 1| =
2 -1 8 1
~ Kigenspace for \; =9 is one dimensional.
eigenvector for Ay = 2:
4-2 -1 6 |0 2 -1 6|0 3 -3
2 1-2 6 Of~]10 O O0|O], sowv=s]| 1|+t 0 ,s,t €R
2 -1 8-210 0 0 010 0 1

Any choice of s,t will give an eigenvector (for instance, s = 1,¢ = 0). ~» Eigenspace for
Ao = 2 is two dimensional.



