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Abstract. We present higher-order piecewise continuous finite element methods for solving a
class of interface problems in two dimensions. The method is based on correction terms added
to the right-hand side in the standard variational formulation of the problem. We prove optimal
error estimates of the methods on general quasi-uniform and shape regular meshes in maximum
norms. In addition, we apply the method to a Stokes interface problem, adding correction terms
for the velocity and the pressure, obtaining optimal convergence results.
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1. Introduction

In this paper we continue the work started in [22] and consider higher-order piecewise continu-
ous finite element approximations to the following interface problem: Let Ω ⊂ R2 be a polygonal

domain with an immersed smooth, closed interface Γ such that Ω = Ω
− ∪ Ω

+
and Γ encloses

Ω−. Consider the problem

−∆u = f in Ω,(1.1a)

u = 0 on ∂Ω,(1.1b)

[u] = 0 on Γ,(1.1c)

[Dnu] = β on Γ,(1.1d)

where the jumps across the interface Γ are defined as

[u] = u+ − u−, [Dnu] = Dn−u
− +Dn+u+ = ∇u− · n− +∇u+ · n+.

Here we denote by u± = u|Ω± and n± is the unit outward pointing normal to Ω±.
Numerically, the problem is to find an approximate solution on meshes not aligned with the

interface, that is, we allow the interface to cut elements. In this context, the finite difference
methods by Peskin [28, 29] (i.e. immersed boundary method) and by LeVeque and Li [25] (i.e.
immersed interface method) are the most renowned. Both methods were developed for more
involved problems and for lower-order finite differences techniques. The aim of this paper is to
develop higher-order methods based on finite element methods and to establish a priori pointwise
error estimates. We consider the Poisson interface problem (1.1) and the Stokes interface problem
(1.2) which will be fundamental towards developing very accurate methods with a rigorous finite
element analysis for more involved problems.

Naturally, finite element versions of the methods above have appeared; see for example [6, 18,
16, 4, 1, 2, 10, 8, 11, 12, 9, 13, 19, 21, 20, 22]. In our recent work [22] we derived a piecewise
linear finite element method for the above problem and proved it is second-order accurate. The
attractive feature of the method in [22] is that only the right-hand side needs to be modified,
which is one of the advantages also of the immersed boundary method (see [28], [6]) and immersed
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interface method (see [24], [3], [18]) for the above problem. Moreover, the correction term added
in [22] is only based on the edges intersecting the interface, this is due to the fact that test
functions, linear polynomials, are harmonic.

Motivated by fluid applications, we naturally seek methods for higher-order finite element
spaces, and in this context edge based modifications are not enough. Guided by our recent work
in the piecewise linear case and also by other papers; see for example [18, 16], it appears to us
that the construction and addition to the right-hand side of a correction function is the key to
achieve a higher-order method. This also appears in the finite difference context, for example
a fourth order method was developed by Marques, Nave and Rosales [27] using a correction
function approach. Very recently this idea was materialized by Adjerid, Ben-Romdhane and
Lin [1]. They developed higher-order methods for problems involving discontinuous coefficients
(which is a more general problem). However, they use strongly the assumption that the interface
is a straight line. The key is to use both, the jump condition and the PDE, to find higher-order
jump conditions. Inspired by their results, we define correction functions for any polynomial of
degree k for curved interfaces.

The contribution of this paper is in the direction of [1], we develop a higher-order piece-
wise continuous finite element method for problem (1.1) with curved interfaces. Specifically,
in Section 2 we develop notation and propose a finite element method, for each polynomial of
degree k, introducing a correction function wuT and adding it to the variational formulation,
only modifying the right-hand side of the equation. To do this, we construct this correction
function incorporating the jump conditions of the exact solution on the interface. Besides the
method, one important contribution of this paper are the techniques used to provide a priori
error estimation analysis for the Poisson and the Stokes interface problems. In Section 3 we
prove some necessary properties for the correction function and we prove that our method is
k+ 1 (mod a logarithmic factor) order accurate in the maximum norm, if piecewise polynomials
of degree k are used.

As mentioned before, in this paper we also consider a finite element approximation to a Stokes
interface problem, i.e., under the same geometry assumptions for problem (1.1), we seek for a
velocity vector u and pressure p satisfying

−∆u+∇p = f in Ω,(1.2a)

∇ · u = 0 in Ω,(1.2b)

u = 0 on ∂Ω,(1.2c)

[Dnu− pn] = β on Γ,(1.2d)

The time-dependent version of problem (1.2) was studied by Peskin and Tu [32], using im-
mersed boundary method. Subsequently, LeVeque and Li [25] consider this problem applying
immersed interface method techniques. Some extension and finite element versions of these
approaches can be found in [5, 23, 26]. We consider problem (1.2) as one step closer to fluid
flow problems, and the objective is to recover the optimal convergence rate for a pair of inf-sup
stable finite element subspaces. We will show in Section 4 that the same methodology used to
achieve higher-order methods for Poisson problem (1.1) can be applied to Stokes problem (1.2),
achieving optimal convergence results.

In Section 5 we test the methods introduced in Section 2 and 4 with some numerical examples
that illustrate the properties proven in previous sections. Furthermore, we provide in the Appen-
dix quadrature formulas for the integration over curved regions crucial to achieve higher-order
results, although our analysis consider exact integration.
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2. Finite element methods

In this section we present a finite element method for problem (1.1) using continuous piecewise
polynomials of degree k. We assume that the data β is smooth. Furthermore, we assume that

u± ∈ Ck+1(Ω
±

) and f |Ω± ≡ f± ∈ Ck−1(Ω
±

).

2.1. Notation. Let Th, 0 < h < 1 be a sequence of triangulations of Ω, Ω = ∪T∈ThT , with
the elements T mutually disjoint. We assume the mesh is shape regular and quasi-uniform, see
[7]. We note that we adopt the convention that edges, elements, regions are open sets, we use
the overline symbol to refer their closure. Let hT denote the diameter of the element T and
h = maxT hT . Let Vh be the space of continuous, piecewise polynomials of degree k, i.e.,

Vh = {v ∈ C(Ω) ∩H1
0 (Ω) : v|T ∈ Pk(T ) ∀T ∈ Th},

where Pk(T ) is the space of polynomial of degree less than or equal to k on T and H1
0 (Ω) the

space of functions in H1(Ω) vanishing at ∂Ω. Next, We define an interpolant onto Vh.

Definition 2.1. Given v± ∈ C(Ω
±

), we define locally Ihv ∈ Vh such that

(2.1) Ihv|T (θ) =

{
v−(θ), if θ ∈ Ω

−

v+(θ), if θ ∈ Ω+,

for all θ ∈ T , the degree k Lagrange points of T .

Note that if v is continuous Ihv is simply the Lagrange interpolant of v. However, if v is
discontinuous then Ihv interpolates values of v on Lagrange points not intersecting Γ and for
Lagrange points lying on Γ it takes the values of v coming from Ω− (this is without loss of
generality). The following proposition states the stability result of the interpolant Ih.

Proposition 1. Let v± ∈ C(Ω
±

) and Ih defined above, then we have

(2.2) ‖Ihv‖L∞(T ) ≤ C‖v‖L∞(T ) ∀T ∈ Th.

For the sake of making the presentation simpler to the reader, we make the following assump-
tion.

Hypothesis 1. We assume here that the interface Γ intersects the boundary of each triangle
T ∈ Th at most at two points. If Γ intersects the boundary of a triangle T in exactly two points,
then these two points must be on different edges ē of T .

Next, let T Γ
h denotes the set of triangles T ∈ Th such that T intersects Γ, that is, T ∩ Γ 6= ∅.

For each T ∈ T Γ
h let yT and zT be the two endpoints of T ∩ Γ, see figure 1. Let LT denote the

line segment connecting yT and zT . Let η be the unit vector perpendicular to LT and pointing
outward T−. Let also τ be the unit vector parallel to the line LT such that τ is the rotation of
η by ninety degrees counterclockwise.

For each ` = 0, 1, . . . , k, let {x̄`,Ti }`i=0 denote the Gauss points of the segment LT . For each

x̄`,Ti , let Q`,Ti be the line perpendicular to the line segment LT that passes through the points

x̄`,Ti . We then define x`,Ti = Q`,Ti ∩Γ, for i = 0, . . . , `. Note here that the choice of Gauss points
is a preference of the authors, related to the quadrature rules, but not essential in the proofs.
We could also use, for instance, equally space points.
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Figure 1. Illustration of our notation, for T ∈ T Γ
h .

Letting T± := T ∩ Ω±, we define the following space for T ∈ T Γ
h

(2.3) Sk(T ) =
{
w ∈ L2(T ) : w|T± ∈ Pk(T±)

}
.

2.2. The proposed finite element method. We now present our finite element method for
problem (1.1). Find uh ∈ Vh, such that

(2.4)

∫
Ω
∇uh · ∇v dx =

∫
Ω
fv dx+

∫
Γ
βv ds−

∑
T∈T Γ

h

∫
T
∇wuT · ∇v dx

for all v ∈ Vh, where wuT is a correction function to be defined in Section 2.3.

2.3. The correction function. We now show how to construct a piecewise polynomial function
wuT ∈ Sk(T ) that will help to correct the right-hand side of the natural finite element method
((2.4) without the correction term) to render it higher-order. We note that the functions wuT ,
for T ∈ T Γ

h , are discontinuous across elements and satisfy jump conditions at Gauss points on

Γ ∩ T . Suppose that we give you a function u, then we let wuT be the unique function in Sk(T )
(see Lemma 2) that satisfies

[
Dk−`
η wuT (x`,Ti )

]
=
[
Dk−`
η u(x`,Ti )

]
for 0 ≤ i ≤ ` and 0 ≤ ` ≤ k,(2.5)

wuT (θ) = 0 for all degree k Lagrange points θ of T.(2.6)

We would like to stress that if u is the solution to (1.1) then we know all the jumps of u in
terms of the data β and f (see Section 2.4) so we can construct wuT a priori. It is important to
notice that we impose directional derivatives jump conditions in the η-direction rather than in
the n-direction. A reason for this choice is because we can show unisolvence, when Γ is curved,
for any polynomial of degree k. Additionally, the construction of the correction functions can be
made explicitly, that is, it does not require solving any local linear system. Such construction
permits us to develop not only an elegant analysis for any polynomial degree k but also an
analysis without imposing strong condition on how Γ intersects an element T in order to control
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the ill conditioning of this matrix. We next show how to transform jump data described in
n-direction to jump data in the η-direction.

2.4. Data of jumps. In this section we show that we can obtain the jumps of higher derivatives
of u across Γ from data, β and f . Similar ideas were used in [24, 27, 3].

Fix a point x ∈ Γ. Let n be the normal vector to Γ at x, and t the tangent vector to Γ at x.
We clearly have [Dnu(x)] = β and [Dtu(x)] = 0. In fact, we also have

[
D`
tu(x)

]
= 0 for any `.

Note that from the Poisson’s equation (1.1a), we have

−D2
nu−D2

tu = f in Ω±,

and so
[
D2
nu(x)

]
= [f(x)]. Moreover, we note that [DtDnu(x)] = Dt [Dnu(x)] = β′(x) on Γ.

Now we proceed by induction. Suppose we have all jumps of the derivatives of order ` − 1
in terms of β and f . Then, we will show how to get the jumps of derivatives of order `. Let
i+ j = `. If i ≥ 1 then [

Di
tD

j
nu(x)

]
= Dt

[
Di−1
t Dj

nu(x)
]

Otherwise, using Laplace’s equation we have[
D`
nu(x)

]
=
[
D`−2
n f(x)

]
−Dt

[
DtD

`−2
n u(x)

]
.

Suppose that we would like the jump of u in a different direction, say η. Then, we write
η = an+ bt obtaining [

D`
ηu(x)

]
=
∑̀
j=0

(
l

j

)
ajb`−j

[
Dj
nD

`−j
t u(x)

]
.

3. Error Analysis

The objective of this section is to prove rigorous pointwise error estimates for the above
method, which we achieve in Theorems 1 and 2. Before doing this we need some technical results
associated to the subspace Sk(T ) and approximation properties of the correction function wuT .

3.1. Properties of Sk(T ). We now introduce some crucial lemmas related to the space Sk(T ).

Lemma 1. Let T ∈ T Γ
h and define rT = |LT |. For any v ∈ Pk(T ), we have

hjT ‖D
jv‖L∞(T ) ≤ C hkT

k∑
`=0

1

r`T
max
0≤i≤`

|Dk−`
η v(x`,Ti )|, j = 0, 1,

where the constant C depends only on the shape regularity of T , the polynomial degree k and the
regularity of Γ.

Proof. Let LET be the segment with length |LET | = 2hT , centered at (yT +zT )/2 and aligned with
LT . This guaranties that any point x ∈ T can be projected orthogonally on LET . Then, using
Taylor’s expansion on T from LET , we can easily show that

hjT ‖D
jv‖L∞(T ) ≤ C

k∑
`=0

hk−`T ‖Dk−`
η v‖L∞(LET ).

Using Taylor’s theorem on LET from a point of LT we get

‖Dk−`
η v‖L∞(LET ) ≤ C

∑̀
s=0

hsT ‖Ds
τD

k−`
η v‖L∞(LT ), j = 0, 1.
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Inverse inequality gives

‖Ds
τD

k−`
η v‖L∞(LT ) ≤

C

rsT
‖Dk−`

η v‖L∞(LT ).

We therefore have

hjT ‖D
jv‖L∞(T ) ≤ ChkT

k∑
`=0

h−`T

∑̀
s=0

hsT
rsT
‖Dk−`

η v‖L∞(LT )

= ChkT

k∑
`=0

∑̀
s=0

1

h`−sT

1

rsT
‖Dk−`

η v‖L∞(LT )

≤ ChkT

k∑
`=0

∑̀
s=0

1

r`−sT

1

rsT
‖Dk−`

η v‖L∞(LT )

= C hkT

k∑
`=0

1

r`T
‖Dk−`

η v‖L∞(LT ),

where we used that rT ≤ hT .
To bound right-hand side above, we use induction on `. First, using that Dk

ηv is a constant
we have

‖Dk
ηv‖L∞(LT ) = |Dk

ηv(x0,T
0 )|.

Assume that we have proved

(3.1)
k∑

`=m+1

1

r`T
‖Dk−`

η v‖L∞(LT ) ≤ C
k∑

`=m+1

1

r`T
max
0≤i≤`

|Dk−`
η v(x`,Ti )|,

then we want to prove that

(3.2)
k∑

`=m

1

r`T
‖Dk−`

η v‖L∞(LT ) ≤ C
k∑

`=m

1

r`T
max
0≤i≤`

|Dk−`
η v(x`,Ti )|.

Since Dk−m
η v is a polynomial of degree m, we have that

‖Dk−m
η v‖L∞(LT ) ≤ C max

0≤i≤m
|Dk−m
η v(x̄m,Ti )|.

Using Taylor’s theorem we have

|Dk−m
η v(x̄m,Ti )| ≤ |Dk−m

η v(xm,Ti )|+
k∑

`=m+1

d`−m‖Dk−`
η v‖L∞(LT ),

where d = max
0≤i≤`≤k

|x`,Ti − x̄`,Ti |. It is clear that d ≤ Cr2
T , since we have assumed that Γ is

smooth, that is the radius of curvature is O(1), however we note that we will only use that
d ≤ CrT . Hence, we have

1

rmT
max

0≤i≤m
|Dk−m
η v(x̄m,Ti )| ≤ 1

rmT
max

0≤i≤m
|Dk−m
η v(xm,Ti )|+ C

k∑
`=m+1

1

r2m−`
T

‖Dk−`
η v‖L∞(LT ).

However, 1
r2m−`
T

≤ 1
r`T

for ` ≥ m+ 1 and so using (3.1) we arrive at (3.2). �
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The following is a fundamental lemma for the construction of wuT and the estimation of

hjT ‖DjwuT ‖L∞(T±) when we choose ci,` =
[
Dk−`
η u(x`,Ti )

]
, see equation (2.5).

Lemma 2. Given data {ci,`} for 0 ≤ i ≤ ` and 0 ≤ ` ≤ k. There exists a unique function

w ∈ Sk(T ), such that[
Dk−`
η w(x`,Ti )

]
= ci,` for 0 ≤ i ≤ ` and 0 ≤ ` ≤ k,(3.3)

w(θ) = 0 for all the degree k Lagrange points θ of T,(3.4)

with the following bound

(3.5) hjT ‖D
jw‖L∞(T±) ≤ ChkT

k∑
`=0

1

r`T
max
0≤i≤`

|ci,`|, for j = 0, 1,

where C depends only on the shape regularity of Th, the polynomial degree k and the regularity
of Γ.

Proof. We will construct w of the form w = z−Ihz, where z ∈ Sk(T ). Notice that, by definition
of Ih, z− Ihz vanishes on the (k+ 1)(k+ 2)/2 Lagrange points of T , satisfying (3.4). Moreover,
since Ihz is smooth on T [

Dk−`
η w(x`,Ti )

]
=
[
Dk−`
η z(x`,Ti )

]
.

The function z will be given by

z =

{
0 in T+,

v in T−,

where v is the unique polynomial on Pk, such that

Dk−`
η− v(x`,Ti ) = ci,` for 0 ≤ i ≤ ` and 0 ≤ ` ≤ k.

The existence and uniqueness of v follow from representing v = v(s, r) as a polynomial of
degree k in r (τ -direction) and s (η-direction), where s = 0 represents the straight line passing
through yT and zT , then by decomposing

v(s, r) = pk(r) + spk−1(r) + s2pk−2(r) + · · ·+ skp0,

where p`, for 0 ≤ ` ≤ k, is a polynomial of degree ` in r. It is easy to see, by using interpolation

at the Gauss point x̄0,T
0 , that p0 exists and is unique, then by using interpolation at the Gauss

points x̄0,T
1 and x̄1,T

1 that p1(r) exists and is unique, and so on.
According to Lemma 1, we have the following bound

(3.6) hjT ‖D
jv‖L∞(T ) ≤ C hkT

k∑
`=0

1

r`T
max
0≤i≤`

|ci,`|.

Hence, w satisfies (3.3). Moreover,

hjT ‖D
jw‖L∞(T±) = hjT ‖D

j(z − Ihz)‖L∞(T±) ≤ h
j
T ‖D

jv‖L∞(T−) + hjT ‖D
jIhz‖L∞(T ).

Using an inverse estimate and stability of the interpolant, we have

hjT ‖D
jIhz‖L∞(T ) ≤ C‖Ihz‖L∞(T ) ≤ C ‖z‖L∞(T ) ≤ C ‖v‖L∞(T−).

Hence,

hjT ‖D
jw‖L∞(T±) ≤ h

j
T ‖D

jv‖L∞(T−) + ‖v‖L∞(T−).

We get (3.5) once we apply (3.6). �
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3.2. Approximation properties of wuT . Since we are assuming u± ∈ Ck+1(Ω±) and Γ is

smooth, there exist extensions u±E ∈ Ck+1(Ω) (see Lemma 6.27 [14]), such that the following
holds

u±E =u± on Ω±, ‖u±E‖Ck+1(Ω) ≤ C ‖u±‖Ck+1(Ω±).

Let B2rT ⊂ TE be a ball of radius 2rT that encloses TΓ. Here TE is the smallest patch of
triangles of the mesh Th on the neighborhood of T ∈ T Γ

h . Let JT be the L2 projection onto

polynomials of degree k in B2rT and consider its natural extension to all of TE . Then, we can
prove the following lemma.

Lemma 3. Let w ∈ Ck+1(TE), then we have

(3.7) rjT ‖D
j(JT (w)− w)‖L∞(B2rT

) ≤ C rk+1
T ‖w‖Ck+1(B2rT

) for 0 ≤ j ≤ k,

and

(3.8) hjT ‖D
j(JT (w)− w)‖L∞(TE) ≤ C hk+1

T ‖w‖Ck+1(TE) for 0 ≤ j ≤ k.

Proof. The inequality (3.7) is a standard approximation of the L2 projection. To prove (3.8) we
apply Taylor’s theorem to get

hjT ‖D
j(JT (w)− w)‖L∞(TE) ≤ h

j
T

k−j∑
`=1

h`T ‖Dj+`(JT (w)− w)‖L∞(B2rT
) + hk+1

T ‖w‖Ck+1(TE).

The result follows after applying (3.7) and using that rT ≤ hT . �

The following lemma establishes the approximation result for the correction function defined
in Section 2.3.

Lemma 4. Suppose the solution u to problem (1.1) satisfies u± ∈ Ck+1(Ω±), and wuT is the
correction function defined by (3.3) and (3.4). Then, we have

hjT ‖D
j(u− Ihu− wuT )‖L∞(T±) ≤ C hk+1

T

(
‖u+

E‖Ck+1(TE) + ‖u−E‖Ck+1(TE)

)
, for j = 0, 1

and C depends only on the shape regularity of T , the polynomial degree k and the regularity of
Γ.

Proof. We will define v ∈ Sk(T ) (see (2.3)) as follows

v =

{
JT (u+

E) on T+,

JT (u−E) on T−.

Clearly v − Ihv = wvT by Lemma 2. Hence, we have

hjT ‖D
j(u− Ihu− wuT )‖L∞(T±) = hjT ‖D

j ((u− v) + (v − Ihv) + Ih(v − u)− wuT ) ‖L∞(T±)

= hjT ‖D
j
(
(u− v)− Ih(u− v)− wu−vT

)
‖L∞(T±)

≤ C hjT
(
‖Dj(u− v)‖L∞(T±) + ‖Djwu−vT ‖L∞(T±)

)
+ C ‖u− v‖L∞(T ),

where we used wu−vT = wuT − wvT , an inverse estimate and the stability of Ih in the max-norm.
Using (3.8) we get

hjT ‖D
j(u− v)‖L∞(T±) + ‖u− v‖L∞(T±) ≤ Chk+1

T (‖u−E‖Ck+1(TE) + ‖u+
E‖Ck+1(TE)).
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Estimate (3.5) implies

hjT ‖w
u−v
T ‖L∞(T ) ≤ C hkT

k∑
`=0

1

rk−`T

‖
[
D`
n(v − u)

]
‖L∞(T∩Γ).

Applying (3.7) we obtain

k∑
`=0

1

rk−`
‖
[
D`
n(v − u)

]
‖L∞(T∩Γ) ≤ C rT (‖u+

E‖Ck+1(B2rT
) + ‖u−E‖Ck+1(B2rT

)),

which completes the proof. �

3.3. Error estimates. The next lemma will show that the correction term wuT in the finite
element method (2.4) will allow us to compare Ihu− uh.

Lemma 5. Let u± ∈ Ck+1(Ω±) be the solution of (1.1) and uh be the solution of (2.4). Then,
it holds∫

Ω
∇(Ihu− uh) · ∇v dx ≤ C hk‖∇v‖L1(Ω)

(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
∀v ∈ Vh,

where C depends only on the shape regularity of {Th}h>0, the polynomial degree k and the
regularity of Γ.

Proof.∫
Ω
∇(Ihu− uh) · ∇v dx =

∫
Ω
∇(Ihu− u) · ∇v dx+

∫
Ω
∇u · ∇v dx−

∫
Ω
∇uh · ∇v dx

=

∫
Ω
∇(Ihu− u) · ∇v dx+

∑
T∈T Γ

h

∫
T
∇wuT · ∇v dx

=
∑

T∈Th\T Γ
h

∫
T
∇(Ihu− u) · ∇v dx+

∑
T∈T Γ

h

∫
T
∇(u− Ihu− wuT ) · ∇v dx

The result now easily follows from Lemma 4 and the fact that u is smooth on T ∈ Th\T Γ
h . �

From the above lemma we can easily prove an optimal estimate in the H1 semi-norm:

‖∇(Ihu− uh)‖L2(Ω) ≤ C hk
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
.

However, are goal is to prove estimates in the maximum-norm as our next result states. A
slightly sub-optimal (off by a log factor) can be proved if we use the above lemma directly. In
order to prove the optimal estimate, we will give a more involved argument.

Theorem 1. Suppose that Ω is convex. Let u± ∈ Ck+1(Ω±) be the solution of (1.1) and uh be
the solution of (2.4), then

‖∇(Ihu− uh)‖L∞(Ω) ≤ C hk(‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)),

where C depends only on the shape regularity of {Th}h>0, the polynomial degree k and the
regularity of Γ.

Proof. Let eh = Ihu − uh and suppose that the maximum of |∂xieh| occurs at z ∈ Ω (for some
fixed 1 ≤ i ≤ 2). Suppose z ∈ T , for some T ∈ Th. Consider now the regularized Dirac delta
function δzh = δh ∈ C1

0 (Tz) (see [7]), which satisfies
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(3.9) r(z) = (r, δh)Tz , ∀r ∈ P k(Tz),

and has the following property

(3.10) ‖δh‖W r,q(Tz) ≤ Ch−r−2(1−1/q), 1 ≤ q ≤ ∞, r = 0, 1.

For each i = 1, 2, define the approximate Green’s function g ∈ H1
0 (Ω), which solves the

following equation:

−∆g = ∂xiδh in Ω,(3.11a)

g = 0 on ∂Ω.(3.11b)

We also consider its finite element approximation gh ∈ Vh that satisfies

(3.12)

∫
Ω
∇gh · ∇v dx =

∫
Ω
v ∂xiδh dx for all v ∈ Vh.

From the work of Scott and Rannacher [30] we have

(3.13) ‖∇(g − gh)‖L1(Ω) ≤ C.

Moreover, using a dyadic decomposition one can show

(3.14) ‖∇g‖L1(Ω) ≤ C log(1/h).

A log free estimate holds if we consider a smaller domain, i.e.

(3.15) ‖∇g‖L1(SΓ) ≤ C,

where SΓ = {x ∈ Ω : dist(x,Γ) ≤ κh} for some fixed constant κ; see for instance [22]. Hence,
combining (3.13) and (3.15) we have

(3.16) ‖∇gh‖L1(SΓ) ≤ C.

We start by using the definition of δh and problem (3.12)

‖∂xieh‖L∞(Ω) = |∂xieh(z)| = |
∫

Ω
δh∂xieh dx| = |

∫
Ω
∂xiδh eh dx|.

Then, we see that

‖∂xieh‖L∞(Ω) = |
∫

Ω
∇g · ∇eh dx| = |

∫
Ω
∇gh · ∇eh dx|.

If we follow the proof of Lemma 5 we see that∫
Ω
∇gh · ∇eh dx = J1 + J2,

where

J1 =
∑

T∈Th\T Γ
h

∫
T
∇(Ihu− u) · ∇gh dx,

and

J2 =
∑
T∈T Γ

h

∫
T
∇(Ihu+ wuT − u) · ∇gh dx.
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Applying Cauchy-Schwarz inequality to J2 we get

J2 ≤ C ‖∇gh‖L1(SΓ) max
T∈T Γ

h

‖∇(Ihu+ wuT − u)‖L∞(T ).

Moreover, using (3.16) and Lemma 4 we have

J2 ≤ C hk(‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)).

To give an estimate for J1 we define Rh = ∪T∈Th\T Γ
h
T . Now, adding and subtracting ∇g, we

obtain

J1 =
∑

T∈Th\T Γ
h

∫
T
∇(Ihu− u) · ∇gh dx =

∫
Rh

(∇(Ihu− u) · ∇(gh − g) +∇(Ihu− u) · ∇g ) dx.

Using (3.13), we have∫
Rh

∇(Ihu− u) · ∇(gh − g) dx ≤ C hk(‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)).

For the remaining term we integrate by parts to get∫
Rh

∇(Ihu− u) · ∇g dx =

∫
Rh

(Ihu− u)∂xiδh dx+

∫
∂Rh\∂Ω

(Ihu− u)Dng ds.

Here we used that, since Ω is convex, ∇g is continuous and so integration by parts makes
sense.

Clearly we have∫
Rh

(Ihu− u)∂xiδh dx ≤ Chk
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
.

Finally, we have∫
∂Rh\∂Ω

(Ihu− u)Dng ds ≤C ‖Ihu− u‖L∞(Rh)‖Dng‖L1(∂Rh\∂Ω)

≤Chk+1‖Dng‖L1(∂Rh\∂Ω)

(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
.

In Appendix A we prove the bound

(3.17) ‖Dng‖L1(∂Rh\∂Ω) ≤
C

h
,

which will then show that

J1 ≤ Chk(‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)),

and will complete the proof. �

Next, we will prove an estimate for the error in the maximum norm. In the case there is no
interface a logarithmic factor is not present for k ≥ 2 (see [7]), however, we do not see how to
remove this factor in our setting.

Theorem 2. Suppose that Ω is convex. Let u± ∈ Ck+1(Ω±) be the solution of (1.1) and uh be
the solution of (2.4), then

(3.18) ‖Ihu− uh‖L∞(Ω) ≤ Chk+1 log(1/h)
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
.

where C depends only on the shape regularity of {Th}h>0, the polynomial degree k and the
regularity of Γ.
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Proof. We follow the proof of Theorem 5 in [22]. Let z ∈ Ω be arbitrary and let δh = δzh defined
in proof of Theorem 1. Let g̃ satisfy

−∆g̃ = δh in Ω,(3.19)

g̃ = 0 on ∂Ω,(3.20)

and consider its continuous piecewise linear finite element approximation g̃h. Then

(Ihu− uh)(z) =

∫
Ω

(Ihu− uh)δh dx =

∫
Ω
∇(Ihu− uh) · ∇g̃h dx

=
∑

T∈Th\T Γ
h

∫
T
∇(Ihu− u) · ∇g̃h)dx+

∑
T∈T Γ

h

∫
T
∇(Ihu+ wuT − u) · ∇g̃h)dx

=: J1 + J2.

We first give a bound for J2

J2 ≤ C max
T∈T Γ

h

‖Ihu+ wuT − u‖L∞(T )‖∇g̃h‖L1(T )

≤ Chk
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
‖∇g̃h‖L1(SΓ)

≤ Chk
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)(
‖∇g̃h −∇g̃‖L1(SΓ) + ‖∇g̃‖L1(SΓ)

)
.

In [22] we proved ‖∇g̃‖L1(SΓ) ≤ Ch log(1/h), therefore

J2 ≤ Chk+1 log(1/h)
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
.

Now for J1, we will use the Raviart-Thomas projection (see [31]) Π : H1(Ω) → ΦD
h , defined

locally for any T ∈ Th, Π|T : H1(T )→ RT0(T ), where

RT0(T ) = [P0(T )]2 ⊕ xP0(T ), ΦD
h =

{
φ ∈ [L2(Ω)]2 : φ|T ∈ RT0(T ) ∀T ∈ Th

}
.

Then, we observe

J1 = J1(∇g̃h) = J1(∇g̃h −Π∇g̃) + J1(Π∇g̃).

In the Appendix of [22] we prove the estimate ‖∇g̃h−Π∇g̃‖L1(Ω) ≤ h log 1/h, then we clearly
we have

J1(∇g̃h −Π∇g̃) ≤ Chk
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
‖∇g̃h −Π∇g̃‖L1(Ω)

≤ Chk+1 log(1/h)
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
.

Using that Π(∇g̃) is piecewise constant and has continuous normal components across edges,
we have after integration by parts

J1(Π∇g̃) =
∑
e∈EΓ,∂

h

∫
e
(Ihu− u)Π∇g̃ · n,

where EΓ,∂
h are set of edges that are both an edge of a triangle in Th\T Γ

h and a triangle in Th\T Γ
h .
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Therefore, we see that

J1(Π∇g̃) =
∑
e∈EΓ,∂

h

∫
e
(Ihu− u)Π∇g̃ · n

≤Chk ‖Π∇g̃‖L1(SΓ)

(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
≤C log(1/h)hk+1

(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
,

where again we used ‖Π∇g̃‖L1(SΓ) ≤ Ch log(1/h), which follows from results in [22].
�

Remark 1. Since u− (uh +wuT ) = (Ihu−uh) + (u−wuT − Ihu), by using triangle inequality and
Lemma 4, uh + wuT approximates u on T by the same estimates given in Theorems 1 and 2.

4. Stokes Interface Problem

In this section we consider the Stokes interface problem in two dimensions introduced in
equation (1.2). Equivalently, we can incorporate the jump condition, equation (1.2d), as follows

−∆u+∇p = f +B in Ω(4.1a)

∇ · u = 0 in Ω(4.1b)

u = 0 on ∂Ω(4.1c)

where

B(x) =

∫ A

0
β(s)δ(x−X(s))ds,

and X(s) with 0 < s < A is the arc-length parametrization of the interface Γ.
Following the ideas of LeVeque and Li in [25], we can easily write individual jump conditions

for the velocity and the pressure in terms of the tangential and normal component of the data
β. Let θ be the angle between the x-direction (x-axis) and n-direction pointing outward the
interface Γ at a point X(s). Then, we write the normal and tangential components

β̂(s) =

(
β̂1

β̂2

)
=

(
cos(θ) sin(θ)
− sin(θ) cos(θ)

)
β(s).

The jumps conditions for the velocity and the pressure are given by

[p] = β̂1,

[Dnp] =
d

ds
β̂2,(4.2)

[u] = 0,

[Dnu] = β + β̂1n.

For the sake of completeness, we present the derivation of this jumps in Appendix B.

4.1. The finite element method. We first present the standard variational formulation of
Stokes interface problem (1.2). Find (u, p) ∈ [H1

0 (Ω)]2 × L2
0(Ω), such that
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∫
Ω
∇u : ∇v dx−

∫
Ω
p∇ · vdx =

∫
Ω
f · vdx+

∫
Γ
β · vds ∀v ∈ [H1

0 (Ω)]2,(4.3) ∫
Ω
q∇ · udx = 0 ∀q ∈ L2

0(Ω),

where L2
0(Ω) = {q ∈ L2(Ω) :

∫
Ω q = 0}.

As before, we consider a sequence of triangulations of Ω̄, Th with 0 < h < 1, and Ω = ∪T∈ThT ,
with the elements T mutually disjoint. Let hT denote the diameter of the element T and
h = maxT hT . We assume that the mesh is quasi-uniform and shape regular.

We consider a class of finite element subspaces V h ⊂ [H1
0 (Ω)]2 and Mh ⊂ L2

0(Ω) satisfying
the following assumptions:

A1 V h and Mh are a pair of inf-sup stables subspaces, with V h ⊂ [H1
0 (Ω)]2.

A2 We let k ≥ 1 as the maximum integer such that

V k
h :=

{
v ∈ C(Ω) ∩ [H1

0 (Ω)]2 : v|T ∈ [Pk(T )]2, ∀T ∈ Th
}
⊆ V h,

and, if Mh contains the discontinuous pressure space of degree k − 1 we let

Mk−1
h :=

{
q ∈ L2

0(Ω) : q|T ∈ Pk−1(T ), ∀T ∈ Th
}
⊆ Mh,

otherwise

Mk−1
h :=

{
q ∈ C(Ω) ∩ L2

0(Ω) : q|T ∈ Pk−1(T ), ∀T ∈ Th
}
⊆ Mh.

For instance, k = 1 for the pair P2
2 − P0, reduced P2

2 − P0 and mini element, while k = 2 for
Taylor-Hood P2

2 − P1.
We next define the interpolant onto these spaces. We let Ih be the interpolant defined com-

ponentwise in (2.1) onto the space V k
h, and Jh be the interpolant defined in (2.1) onto the

space Mk−1
h , in the case of continuous pressure finite element spaces. Otherwise, if Mh contains

discontinuous finite element pressure spaces we define Jh to be the L2 projection onto Mk−1
h .

Find (uh, ph) ∈ V h ×Mh, such that∫
Ω
∇uh : ∇v dx−

∫
Ω
ph∇ · vdx =

∫
Ω
f · vdx+

∫
Γ
β · vds

−
∑
T∈T Γ

h

(∫
T
∇wuT : ∇v dx+

∫
T
wpT∇ · vdx

)
,(4.4)

∫
Ω
q∇ · uhdx =−

∑
T∈T Γ

h

∫
T
q∇ ·wuTdx,

for all (v, q) ∈ V h ×Mh.
Using the last two equations of (4.2), the correction function wuT is defined componentwise as

in Section 2.3. The same is true for wpT when Jh is the Lagrange interpolant by using the first
two equations of (2.3). In the case Jh is the L2 projection we replace equation (2.6) with the
condition Jh(wpT ) = 0, i.e.[

Dk−`
η wpT (x`,Ti )

]
=
[
Dk−`
η p(x`,Ti )

]
for 0 ≤ i ≤ ` and 0 ≤ ` ≤ k,(4.5)

Jh(wpT ) = 0.(4.6)
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Note that each component of wuT and wpT are obtained independently to each other, therefore,
the Lemma 4 can be applied to each one separately.

Similarly to Lemma 4, we have the following estimate for the interpolant Jh and the correction
function wpT

‖p− Jhp− wpT ‖L∞(T±) ≤ C hk+1
T

(
‖p+‖Ck+1(T ) + ‖p−‖Ck+1(T )

)
∀T ∈ T Γ

h ,

where C is a constant depending on the shape regularity of T , the constant k and the regularity
of Γ. Then, the following result holds and can be proved similar to Lemma 5.

Lemma 6. Let (u, p) be solution of (1.2) and assume that u± ∈ [Ck+1(Ω±)]2 and p± ∈ Ck(Ω±).
Let V h and Mh be the finite element spaces satisfying assumptions A1-A2 and consider the
definitions above for k, Ih and Jh. Let (uh, ph) ∈ V h ×Mh be solution of (4.4). Then, it holds∫

Ω
∇(Ihu−uh) : ∇v dx −

∫
Ω

(Jhp− ph)∇ · vdx

≤ C hk‖∇v‖L1(Ω)

(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−) + ‖p+‖Ck(Ω+) + ‖p−‖Ck(Ω−)

)
∫

Ω
q∇ · (uh − Ihu)dx ≤ Chk‖q‖L1(Ω)

(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)

)
,

for all (v, q) ∈ V h ×Mh.

Proof. For the first equation we use (4.3) and (4.4) to obtain∫
Ω
∇(Ihu− uh) : ∇v dx−

∫
Ω

(Jhp− ph)∇ · vdx

=

∫
Ω
∇(Ihu− u) : ∇v dx−

∫
Ω

(Jhp− p)∇ · vdx

+
∑
T∈T Γ

h

(∫
T
wpT∇ · vdx+

∫
T
∇wuT : ∇v dx

)

=
∑

T∈Th\T Γ
h

(∫
T
∇(Ihu− u) : ∇v dx−

∫
T

(Jhp− p)∇ · vdx
)

+
∑
T∈T Γ

h

(∫
T
∇(Ihu− u+wuT ) : ∇v dx+

∫
T

(Jhp− p+ wpT )∇ · vdx
)
.

Similarly for the second equation we have∫
Ω
q∇ · (Ihu− uh)dx =

∫
Ω
q∇ · (Ihu− u)dx+

∑
T∈T Γ

h

∫
T
q∇ ·wuTdx

=
∑

T∈Th\T Γ
h

∫
T
q∇ · (Ihu− u)dx+

∑
T∈T Γ

h

∫
T
q∇ · (Ihu− u+wuT )dx.

Then the results follow from the properties of the correction functions wuT and wpT Lemma 4,

and the fact that (u, p) is smooth on T ∈ Th\T Γ
h . �

Analogously to the proof of Theorem 1, we can prove the following result using approximate
Green’s function estimates for the Stokes problem. We give a sketch of the proof.
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Theorem 3. Let (u, p) be solution of (1.2) and assume that u± ∈ [Ck+1(Ω±)]2 and p± ∈
Ck(Ω±). Let V h and Mh be the finite element spaces satisfying assumptions A1-A2 and consider
the definitions above for k, Ih and Jh. Let (uh, ph) ∈ V h×Mh be solution of (4.4). Then, there
exists a constant C > 0, such that

‖∇(Ihu− uh)‖L∞(Ω) + ‖Jh(p)− ph‖L∞(Ω) ≤ Chk
(
‖u+‖Ck+1(Ω+) + ‖u−‖Ck+1(Ω−)(4.7)

+‖p+‖Ck(Ω+) + ‖p−‖Ck(Ω−)

)
Proof. Let euh = Ihu − uh and suppose that the maximum of ∂xj (eh)i (i, j = 1, 2) occurs at
z ∈ Ω. Suppose z ∈ T ∈ Th. Considering the definition and properties of the regularized
Dirac delta function δh = δzh introduced in (3.9) and (3.10), we define the approximate Green’s
function (g, λ) ∈ [H1

0 (Ω)]2 × L2(Ω) such that

−∆g +∇λ = (∂xjδh)ei in Ω,

∇ · g = 0 in Ω,

g = 0 on ∂Ω,

where ei denotes the ith standard canonical basis vector of R2. We also consider its finite
element approximation (gh, λh) ∈ V h ×Mh that satisfies∫

Ω
∇(g − gh) : ∇χdx−

∫
Ω

(λ− λh)∇ · χdx = 0 ∀χ ∈ Vh,∫
Ω
ω∇ · (g − gh)dx = 0 ∀ω ∈Mh.

Using the definition of δh we have

‖(∂xjeuh )i‖L∞(Ω) =
∣∣(∂xjeuh (z))i

∣∣ =

∣∣∣∣∫
Ω
∂xjδhei · euhdx

∣∣∣∣ ,
and then

‖(∂xjeuh )i‖L∞(Ω) =

∣∣∣∣∫
Ω
∇g : ∇euhdx−

∫
Ω
λ∇ · euhdx

∣∣∣∣ =

∣∣∣∣∫
Ω
∇gh : ∇euhdx−

∫
Ω
λh∇ · euhdx

∣∣∣∣ .
Following the proof of Lemma 6, we see that∫

Ω
∇gh : ∇euhdx−

∫
Ω
λh∇ · euhdx = J1 + J2,

where

J1 =
∑

T∈Th\T Γ
h

(∫
T
∇(Ihu− u) : ∇gh dx+

∫
T
λh∇ · (Ihu− u)dx

)

J2 =
∑
T∈T Γ

h

(∫
T
∇(Ihu− u+wuT ) : ∇gh dx+

∫
T
λh∇ · (Ihu− u+wuT )dx

)
.

As in the proof of Theorem 1, the estimates of J1 and J2 follows from the properties of the
correction functions and bounds for the Green’s functions that can be found for example in
[15, 17]. The estimate for the error of the pressure follows from similar arguments, we leave the
details to the reader. �
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Remark 2. Using the same arguments as Remark 1, we can establish the same a priori error
estimates given in Theorem 3 for u− (uh+wuT ) and for p− (ph+wpT ). We note that the method
(4.4) gives ph ∈ Mh, therefore, if Jh is the L2 projection, then (ph + wpT ) ∈ L2

0(Ω), if Jh is the

interpolation operator, ph + wpT might not have average zero and a constant O(hk+1) must be
added to make it in L2

0(Ω).

5. Numerical Experiments

We illustrate the performance of our method with some numerical examples. We consider the
square domain Ω = [−1, 1]2, and we triangulate the domain with structured and non-structured
triangular meshes. We tabulate the L2 and H1 semi-norm errors as well as the L∞ and W 1,∞

semi-norm errors, with their respective order of convergence. Plots of approximate solutions
and rate of convergence are also provided. For the case when the interface is not a straight line
we need to integrate over curved region. We address this problem in Appendix C giving explicit
quadrature formulas.

5.1. Numerical examples for Poisson interface problem (1.1). Let u be the exact solution
of problem (1.1), uh be the solution by the method defined in (2.4). We define the error with
respect to the Lagrange interpolant Ih and the respective order of convergence (associated to
the error and the norm) as follows

eh := uh − Ihu, r(e, ‖ · ‖) :=
log(‖ehl+1

‖/‖ehl‖)
log(hl+1/hl)

.

We will illustrate our results with two numerical examples using piecewise quadratic polyno-
mials, i.e., k = 2. Note that Ih is then the piecewise quadratic Lagrange interpolant.

Ex. 5.1.1 Consider an exact solution of problem (1.1)

u(x, y) =

{
(2/3 + x)3, if x < 1/3
(4/3− x)3, if x ≥ 1/3.

In this case, the interface Γ is a straight line. We summarize the results for structured
and non-structured meshes in the following tables.

h ‖eh‖L2 r ‖eh‖L∞ r ‖∇eh‖L2 r ‖∇eh‖L∞ r
3.5e-1 8.41e-5 1.83e-4 1.53e-3 3.72e-3
1.8e-1 7.49e-6 3.49 2.33e-5 2.97 2.76e-4 2.47 9.29e-4 2.00
8.8e-2 6.63e-7 3.50 2.92e-6 2.99 4.92e-5 2.49 2.32e-4 2.00
4.4e-2 5.85e-8 3.50 3.64e-7 3.00 8.74e-6 2.49 5.80e-5 2.00
2.2e-2 5.16e-9 3.50 4.56e-8 3.00 1.55e-6 2.50 1.45e-5 2.00

Table 1. Errors and orders of convergence of method (2.4) for Ex. 5.1.1, on
structured meshes.



18 JOHNNY GUZMÁN1, MANUEL SÁNCHEZ-URIBE2 AND MARCUS SARKIS 3

h ‖eh‖L2 r ‖eh‖L∞ r ‖∇eh‖L2 r ‖∇eh‖L∞ r
5.0e-1 4.92e-4 1.99e-3 9.95e-3 9.54e-2
2.5e-1 3.86e-5 3.67 2.37e-4 3.07 1.71e-3 2.54 2.41e-2 1.99
1.3e-1 3.86e-6 3.32 4.42e-5 2.43 3.57e-4 2.26 7.98e-3 1.59
6.3e-2 3.89e-7 3.31 5.99e-6 2.88 7.82e-5 2.19 1.92e-3 2.06
3.1e-2 4.44e-8 3.13 7.74e-7 2.95 1.87e-5 2.06 5.06e-4 1.92

Table 2. Errors and orders of convergence of method (2.4) for Ex. 5.1.1, on
non-structured meshes.

We observe optimal order of convergence for both, structured and non-structured
meshes, confirming the results of Theorem 1 and 2. By structured mesh we mean
bisecting in the northeast direction each cell of a uniform rectangular grid. When
Γ is a straight line, the numerical quadrature is simplified, otherwise we need to
integrate over curved elements (see Appendix C). A superconvergence phenomenon
is also observed in the L2 norm for structured meshes, inherited from the problem
without interface.

Ex. 5.1.2 Consider an exact solution of problem (1.1)

u(x) =

{
1, if r ≤ 1/3
1− log(3r), if r > 1/3

x ∈ [−1, 1]2,

where r = ‖x‖2. We summarize the errors and order of convergence in the following
tables

h ‖eh‖L2 r ‖eh‖L∞ r ‖∇eh‖L2 r ‖∇eh‖L∞ r
7.1e-1 1.70e-2 4.76e-2 1.89e-1 4.37e-1
3.5e-1 1.73e-3 3.29 5.09e-3 3.22 3.66e-2 2.37 1.29e-1 1.76
1.8e-1 1.49e-4 3.54 7.41e-4 2.78 5.66e-3 2.69 3.05e-2 2.08
8.8e-2 1.22e-5 3.61 6.82e-5 3.44 8.48e-4 2.74 5.99e-3 2.34
4.4e-2 1.16e-6 3.40 1.39e-5 2.29 1.54e-4 2.46 1.78e-3 1.75
2.2e-2 1.09e-7 3.41 2.08e-6 2.74 2.71e-5 2.51 5.06e-4 1.81
1.1e-2 9.16e-9 3.57 2.39e-7 3.12 4.71e-6 2.52 1.36e-4 1.90

Table 3. Errors and orders of convergence of method (2.4) for Ex. 5.1.2, on
structured meshes.

h ‖eh‖L2 r ‖eh‖L∞ r ‖∇eh‖L2 r ‖∇eh‖L∞ r
1.8e-1 8.87e-5 3.97e-4 3.80e-3 2.53e-2
9.0e-2 9.73e-6 3.29 7.46e-5 2.49 9.04e-4 2.14 7.43e-3 1.82
4.7e-2 1.11e-6 3.33 1.06e-5 3.00 2.15e-4 2.21 2.58e-3 1.63
2.4e-2 1.30e-7 3.15 1.42e-6 2.95 5.06e-5 2.13 7.34e-4 1.84
1.2e-2 1.59e-8 3.14 2.24e-7 2.76 1.27e-5 2.07 2.16e-4 1.83
6.1e-3 1.96e-9 3.04 3.15e-8 2.85 3.15e-6 2.02 5.55e-5 1.98

Table 4. Errors and orders of convergence of method (2.4) for Ex. 5.1.2, on
non-structured meshes.
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Figure 2. Plot of the L∞ and W 1,∞ errors (left) and the approximate solution
(right) by method (2.4) for Ex. 5.1.2, on non-structured meshes.

In this example we are considering a curved interface, then quadrature rules over
elements with one curved edge are needed. In Appendix C we address this issue
giving higher-order quadrature rules over this kind of elements. We observe optimal
convergence, confirming our results in Theorems 1 and 2. As in the previous example,
superconvergence phenomenon is observed in the case of structured meshes.

5.2. Numerical examples for Stokes interface problem (1.2). In order to illustrate our
method for the Stokes interface problem we consider the pair of inf-sup stable finite element
spaces V h and Mh, piecewise quadratic polynomial for the velocity and piecewise constant
polynomials for the pressure (P2

2 − P0). We define the errors

euh := uh − Ihu, eph := ph − Jhp,
With this finite element spaces, the value of k is 1 (see assumption A2) , then Ih is the

piecewise linear Lagrange interpolant and Jh is the L2 projection on the spaces of piecewise
constant polynomials. We note that the optimal order of convergence for velocity is 2, this
justify we are using the piecewise linear Lagrange interpolant although we are using piecewise
quadratic in our finite element space.

Ex. 5.2.1 Consider an exact solution of Stokes problem (1.2) on Ω = [−1, 1]

u(x, y) =

(
0

u2(x, y)

)
, u2(x, y) =

{
2/3 + x, if x ≤ 1/3,
4/3− x, if x > 1/3

,

p(x, y) =

{
x2 + y2 + 1/3, if x ≤ 1/3,
x2 + y2 − 8/3, if x > 1/3

(x, y) ∈ Ω.

In this case the interface is Γ = {(x, y) ∈ Ω : x = 1/3}.

h ‖euh‖L2 r ‖euh‖L∞ r ‖∇euh‖L2 r ‖∇euh‖L∞ r
3.5e-1 1.27e-2 1.22e-2 1.55e-1 1.92e-1
1.8e-1 3.42e-3 1.89 3.42e-3 1.83 7.86e-2 0.98 1.08e-1 0.83
8.8e-2 8.84e-4 1.95 9.67e-4 1.82 3.93e-2 1.00 5.71e-2 0.92
4.4e-2 2.25e-4 1.98 2.60e-4 1.89 1.96e-2 1.00 3.06e-2 0.90
2.2e-2 5.66e-5 1.99 6.84e-5 1.93 9.79e-3 1.00 1.58e-2 0.95

Table 5. Errors and orders of convergence for velocity, on structured meshes.
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h ‖eph‖L2 r ‖eph‖L∞ r
3.5e-1 6.01e-2 9.30e-2
1.8e-1 2.22e-2 1.44 6.07e-2 0.62
8.8e-2 7.45e-3 1.58 3.52e-2 0.79
4.4e-2 2.34e-3 1.67 1.92e-2 0.88
2.2e-2 7.09e-4 1.73 1.00e-2 0.93

Table 6. Errors and orders of convergence for the pressure, on structured meshes.

We observe optimal convergence for the velocity and pressure, supporting our
result in Theorem 3. We also observe a superconvergence phenomenon for the L2

error of the pressure.

Ex. 5.2.2 Consider a exact solution of Stokes problem (1.2) on Ω = [−1, 1]

u(x, y) =

 u1(x, y) =

{
3y if r ≤ 1/3,
4y
3r − y if r > 1/3

u2(x, y) =

{
−3, if r ≤ 1/3,
x− 4x

3r if r > 1/3

 ,

p(x, y) =

{
4− π

9 if r ≤ 1/3,
π
9 if r > 1/3

,

for (x, y) ∈ Ω and r =
√
x2 + y2. In this case the interface is the circumference of

radius 3, i.e. Γ = {(x, y) ∈ Ω : r = 1
3}.

h ‖euh‖L2 r ‖euh‖L∞ r ‖∇euh‖L2 r ‖∇euh‖L∞ r
2.5e-01 3.02e-2 3.99e-2 5.16e-1 8.10e-1
1.3e-01 8.48e-3 1.83 1.79e-2 1.16 2.79e-1 0.89 5.48e-1 0.56
6.3e-02 2.03e-3 2.06 5.35e-3 1.74 1.36e-1 1.03 3.35e-1 0.71
3.1e-02 5.09e-4 2.00 1.68e-3 1.67 6.84e-2 0.99 2.06e-1 0.70
1.6e-02 1.26e-4 2.02 4.22e-4 1.99 3.36e-2 1.03 1.05e-1 0.97

Table 7. Errors and orders of convergence for velocity, on structured meshes.

h ‖eph‖L2 r ‖eph‖L∞ r
2.5e-1 1.39e-1 1.84e-1
1.3e-1 3.39e-2 2.04 7.71e-2 1.26
6.3e-2 1.32e-2 1.36 4.29e-2 0.85
3.1e-2 3.79e-3 1.80 2.36e-2 0.86
1.6e-2 1.46e-3 1.38 1.27e-2 0.90

Table 8. Errors and orders of convergence for pressure, on structured meshes.
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Figure 3. Plot of velocity (left) and discontinuous pressure (right).

We observe optimal convergence for the velocity and pressure, confirming our result
in Theorem 3. We also observe from the plot of the approximate pressure (see Figure
Ex. 5.2.2) that there is not pollution beyond the interface.

6. Final discussion and future work

In this paper we have developed higher-order finite element methods for Poisson interface
problem (1.1) and Stokes interface problem (1.2). We have proved optimal convergence results
for the methods, recovering the convergence of the finite element method for a problem without
interface. We have presented numerical experiments validating our theoretical results.

The algorithms and theory developed point to a number of promising research directions and
opportunities. We expect that our techniques will yield methods that are able to handle high
contrast problems for elliptic problems with discontinuous diffusion coefficients. Additionally, it
is natural to move in the direction of evolution problems, such as the time-dependent version of
problem (1.2) and also for Navier-Stokes equations, and also for even more challenging problems
such as fluid-structure interactions.

Appendix A. Proof of estimate (3.17)

We first use a dyadic decomposition of Ω. Ω = Ω∗ ∪
⋃J
j=1 Ωj where Ωj := {x ∈ Ω : dj+1 ≤

|x−z| ≤ dj}, and dj = 2−j . Here, J = log2(1/h) and Ω∗ = Ω∩Bh where Bh is the ball of radius
h centered z.

Let us use the notation Dj = Ωj ∩ ∂Rh\∂Ω and D∗ = Ω∗ ∩ ∂Rh\∂Ω then we have

‖Dng‖L1(∂Rh\∂Ω) = ‖Dng‖L1(D∗) +

J∑
j=1

‖Dng‖L1(Dj)

First we bound the first term. Using Cauchy-Schwarz inequality and the fact the one dimen-
sional measure of D∗ is h we have

‖Dng‖L1(D∗) ≤ Ch1/2‖∇g‖L2(D∗).

If we use a trace inequality then we have

h1/2‖∇g‖L2(D∗) ≤ C(‖∇g‖L2(Ω∗∩Bh) + h‖D2g‖L2(Ω∗∩Bh)) ≤ C(‖∇g‖L2(Ω) + h‖D2g‖L2(Ω)).
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Elliptic regularity will give

‖∇g‖L2(Ω) + h‖D2g‖L2(Ω) ≤ C(‖δh‖L2(Ω) + h‖δh‖H1(Ω)) ≤
C

h
,

which shows that

‖Dng‖L1(D∗) ≤
C

h
.

To take care of the sum we use Cauchy-Schwarz inequality again and get

J∑
j=1

‖Dng‖L1(Dj) ≤
J∑
j=1

dj‖∇g‖L∞(Dj)

Using the Green’s function representation of g and the fact that Dj is distance dj away from
z one can show (see [22])

‖∇g‖L∞(Dj) ≤
C

dj
.

Hence,
J∑
j=1

‖Dng‖L1(Dj) ≤ C
J∑
j=1

1

dj
= C

J∑
j=1

1

dj
= C(2J+1 − 1) ≤ C

h
.

Appendix B. Derivation of jumps (4.2)

We define for ε > 0 the set Ωε = {x ∈ Ω : dist(x,Γ) < ε}, where dist is the standard
distance function. We will also denote Γ±ε = ∂Ωε∩Ω±. From equation (4.1a), taking divergence,
multiplying by an arbitrary φ ∈ C2 of compact support in Ωε and integrating we obtain∫

Ωε

∇ · ∇p φdx =

∫
Ωε

∇ · fφdx+

∫
Ωε

∇ ·Bφdx

=

∫
Ωε

∇ · fφdx−
∫

Γ
β · ∇φds.(B.1)

For the left-hand side of the equation above we integrate by parts twice obtaining∫
Ωε

∇ · ∇p φdx =

∫
Γ+
ε

Dp+ · nφds+

∫
Γ−ε

Dp− · nφds

−
∫

Γ+
ε

Dφ · np+ds−
∫

Γ−ε

Dφ · np−ds+

∫
Ωε

p∇ · ∇φdx.

By the definitions of Γ±ε we can fix its normal vectors by the normal vector to the interface Γ.
Then, taking the limit as ε goes to zero we obtain

lim
ε→0

∫
Ωε

p∇ · ∇φdx = 0(B.2)

lim
ε→0

∫
Ωε

∇ · ∇pφdx =

∫
Γ

[Dp · n]φds−
∫

Γ
Dφ · n [p] ds(B.3)

We need to write the right-hand side in (B.1) in terms of the normal and tangential derivative.
Let θ be the angle between the x direction (x-axis) and n direction and let R(θ) the rotation
matrix defined by

R(θ) =

(
cos(θ) − sin(θ)
sin(θ) cos(θ)

)
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Then, ∇φ = (Dnφ,Dtφ)R(θ)t. Using this equivalency in (B.1) and integration by parts we
obtain ∫

Γ
β · ∇φds =

∫
Γ
β ·
(
(Dnφ,Dtφ)R(θ)t

)
ds

=

∫
Γ

(βR(θ)) · (Dnφ,Dtφ)ds

=

∫
Γ
β̂ · (Dnφ,Dtφ)ds

=

∫
Γ
β̂1Dnφds−

∫
Γ

∂

∂s
β̂2φds

Here we have defined β̂ = βR(θ). Matching this result with the limits in (B.2) we can conclude
that

[p] = β̂1 [Dnp] =
∂

∂s
β̂2.(B.4)

Now, to get the normal jump of the gradient of the velocity we applied equation (1.2d),
resulting

(B.5) [Dnu] = β + [pn] = β + β̂1n.

Appendix C. Quadrature over curved elements.

The method defined in (2.4) requires the integration, over an element T ∈ T Γ
h , of ∇wuT · ∇v.

Now, since the correction function wuT is defined as piecewise polynomial of degree k on each
piece of the restriction T± = T ∩ Ω±, we need some quadrature formulas on this region, say
curved elements (polygons with one edge curved). To do so, we observe that LT divides T in

two regular polygons T̃±, one is a triangle and the other a quadrilateral, see figure 4. In order
to make the presentation clearer, we will write the integral in terms of the coordinates system
(τ, η) (associated to the vector τ and η, with η pointing outward T−) such that the origin is
the midpoint of LT , the point yT+zT

2 . Let f ∈ Cn+1(T ), then we write

(C.1)

∫
T±

f(x, y)dxdy =

∫
T̃±

f(x, y)dxdy ±
∫ rT /2

−rT /2

∫ γ(τ)

0
f(τ, η)dηdτ

where, γ(τ) is the equation for the curve Γ on T . The first integral in (C.1) is over a polygon
(triangle or quadrilateral) and we can use quadrature rules over polygons to approximate it,
whereas the second integral is related to the curve, and we will use some Gaussian quadratures.
First step, we take n Gaussian points {τi}ni=1 over the segment LT , equivalently, the interval
[−rT /2, rT /2] in the (τ, η)-axis, and for each point we compute its projection onto the curve Γ
in the η−direction, say γ(τi). Now we compute, the Gaussian points for the segment [0, γ(τi)],
we denote them by {ηi,j}nj=1. Therefore∫ rT /2

−rT /2

∫ γ(τ)

0
f(τ, η)dτdη ≈

n∑
i=1

rT
2
ωi

n∑
j=1

|γ(τi)|
2

ωjf(τi, ηi,j)

where ωi are the weights in the interval [−1, 1]. See figure 4 for illustration of this notation. See
also figure 1.
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Figure 4. Illustration of the Gauss points.
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