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Abstract. We give a unified error analysis of several mixed methods for linear elasticity
which impose stress symmetry weakly. We consider methods where the rotations are
approximated by discontinuous polynomials. The methods we consider are such that the
approximate stress spaces contain standard mixed finite element spaces for the Laplace
equation and also contain divergence free spaces that use bubble functions.

1. Introduction

We consider the linear elasticity equation in three dimensions

divσ = f in Ω, (1.1a)

Aσ − ε(u) = 0 in Ω, (1.1b)

u = 0 on ∂Ω, (1.1c)

where A is a bounded symmetric positive definite tensor, f is a given load function, and Ω is
a polyhedral domain. Also, ε(u) = (gradu+ (gradu)t)/2. For notational convenience, we
only consider the more difficult three dimensional case in this article. The two dimensional
case is similar.

There are several mixed formulations for the above problem. The formulation we
consider introduces the rotation ρ = (gradu− (gradu)t)/2 and then (σ,u,ρ) solves

(Aσ,v)Ω + (u, div v)Ω + (ρ,v)Ω =0 (1.2a)

(divσ,ω)Ω =(f ,ω)Ω (1.2b)

(σ,η)Ω =0, (1.2c)

for all (v,ω,η) ∈H(div ; Ω)×L2(Ω)×AS(Ω). Here the inner-product for matrix valued

functions is defined by (v,σ)Ω :=
∫

Ω
v : σ where : is the Frobenius inner product and for

vector-vauled functions (v,u)Ω :=
∫

Ω
v · u. Also, H(div ; Ω) is the space of matrix valued

function such that each of its rows belongs to the space H(div ; Ω), L2(Ω) are vector-
valued functions with components in L2(Ω), and the anti-symmetric space is defined as
AS(Ω) := {v ∈ [L2(Ω)]3×3 : v + vt = 0}.
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A mixed method approximation will find (σh,uh,ρh) ∈ V h ×W h ×Ah

(Aσh,v)Ω + (uh, div v)Ω + (ρh,v)Ω =0 (1.3a)

(divσh,ω)Ω =(f ,ω)Ω (1.3b)

(σh,η)Ω =0, (1.3c)

for all (v,ω,η) ∈ V h ×W h ×Ah. The finite elements spaces are given by

V h := {v ∈H(div, Ω) : v|K ∈ V (K), for all K ∈ Th}, (1.4a)

W h := {w ∈ L2(Ω) : w|K ∈W (K), for all K ∈ Th}, (1.4b)

Ah := {v ∈ L2(Ω) : v|K ∈ A(K), for all K ∈ Th}. (1.4c)

Here Th is a shape-regular, simplicial subdivision of Ω. Note that we are considering only
those methods in which Ah are composed of discontinuous functions across inter-element
faces. Such methods allow for one to eliminate ρh from the final coupled linear system.
Throughout this paper we assume thatA(K) is a space of polynomials (which is the typical
situation) in order to apply inverse estimates in our proofs.

Several choices of the local spaces have been given [1, 3, 11, 16, 5, 7, 12]. In particular,
families of three dimensional elements have been given in [3, 16, 7, 12]. With our analysis we
will be able to analyze these four family of methods in a unified way. Moreover, we will be
able to simplify the elements given by Stenberg [16]. In [5, 11] a connection between mixed
methods for linear elasticity and mixed methods for the Stokes problem was made. Using
this theory, Boffi et al. [5] provided a different analysis for the elements introduced in [3].
They needed to construct a projection onto the space V h, which itself is very interesting.
In general, they can analyze any element with the use of Stokes elements provided they can
construct an appropriate projection onto V h; see Theorem 4.6 in [5]. In contrast, for the
elements we consider here no new projection operator needs to be constructed. Instead,
we only use projection operators for mixed methods applied to the Laplace equation. The
reason we are able to analyze all four family of elements [3, 16, 7, 12] in a unified way is
that they all have the property that

curl (curl (A(K))bK) ⊂ V (K),

for all tetrahedra K ∈ Th. Here bK is a bubble matrix (or bubble scalar).
We also mention that the analysis of the elements considered [7, 12] depended on the

construction of projection operators. Here, we show that the construction of such projection
operators, although interesting, was not necessary for the error analysis.

The analysis provided here will allow to make connections between the different ele-
ments. It will also show what are the essential parts of the spaces that make them stable.
For example, as mentioned above, we will be able to simplify the element provided in [16].
We also argue that the family of elements considered in [7] are in some sense a reduced
version of the elements considered in [3].

2. Building Block Spaces

The methods we are going to analyze are the ones that contain certain spaces that we
introduce below. Before doing this we define some local spaces. The space of polynomials
of degree at most k defined on K is denoted by Pk(K). We then set Pk(K) := [Pk(K)]3

and Pk := [Pk(K)]3×3. Finally, we let Pk(K) ⊂ RT k(K) ⊂ Pk+1(K) be the space of
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matrix-valued functions defined on K such that each row belong to the Raviart-Thomas
space Pk(K) + xPk(K) of index k.

2.1. Spaces for Laplace Equation. We consider mixed finite element spaces for an un-
coupled system of Laplace equations.

Definition 2.1. We say that the pair of spaces Ṽ h×W̃
h
⊂H(div ; Ω)×L2(Ω) are stable

spaces for the Laplace equation if

(1) div Ṽ h ⊂ W̃
h

(2) There exists a projection Π : H(div ; Ω)∩Lp(Ω) :→ Ṽ h (for some p > 2) such that

div (Πv) = Pdiv v for all v ∈ V h where P is the L2-projection onto W̃
h
.

The two examples we have in mind are the Raviart-Thomas-Nedelec spaces and the
Brezzi-Douglas-Duran-Fortin(BDDF) spaces; see [14, 13, 15, 4].

Example 2.2. The first example is the Raviart-Thomas-Nedelec space. The choice is

Ṽ h = {v ∈ H(div ; Ω) : v ∈ RT k(K), for all K ∈ Th}, and W̃
h

= {ω ∈ L2(Ω) :
ω ∈ Pk(K), for all K ∈ Th}. In this case, the projection Π would be defined by applying
the Raviart-Thomas-Nedelec projection row-wise; see [13].

Example 2.3. We can take Ṽ h = {v ∈ H(div ; Ω) : v ∈ Pk, for all K ∈ Th}, and W̃
h

=
{ω ∈ L2(Ω) : ω ∈ Pk−1(K), for all K ∈ Th}. In this case, the projection Π would be
defined by applying the BDDF projection or the Nedelec projection row-wise; see [4, 14].

2.2. Divergence free space using bubbles. In this section we define divergence-free
functions using bubble matrices (or scalars). We start by giving conditions for the bubble
matrix.

Definition 2.4. A matrix-valued function b defined on Ω is said to be an admissible bubble
matrix if for each K ∈ Th the matrix bK := b|K is a matrix with polynomial entries that
satisfies

(1) The tangential components of each row of bK vanish on all the faces of K,
(2) C1 (v,v)K ≤ (vbK ,v)K for all v ∈ [L2(K)]3×3,
(3) ‖bK‖L∞(K) ≤ C2,

where the positive constants C1 and C2 only depend on the shape regularity of Th.

Example 2.5. The first example is bK = bKI where I is the identity matrix and bK =
λ0λ1λ2λ3 is the scalar bubble. Here λi (i = 0, 1, 2, 3) denote the barycentric coordinates of
K. Clearly, this is an admissible bubble matrix.

Example 2.6. The second example was used in [7, 12]

bK :=
1

h2
K

3∑
`=0

λ`−3λ`−2λ`−1 (grad λ`)
t grad λ`.

where the sub-indices are calculated mod 4. Also, hK = diam(K). The fact this bubble
matrix is admissible is proven in [7]. Note that here we multiply by 1

h2
K

in order for (2)

and (3) in Definition 2.4 to be satisfied. Furthermore, note that (grad λ`)
t grad λ` is a 3× 3

matrix since using our convention grad λ` is a row vector.
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Definition 2.7. Given a finite element space Ah ⊂ AS(Ω) and an admissible bubble
matrix b we define the divergence-free space as follows

Mh(Ah; b) := curl (curl (Ah)b).

Next we prove an important result that exploits the structure of Mh(Ah; b). In order
to do that, we define the subset of Ah with average zero on each tetrahedra.

Ah
0 := {η ∈ Ah : (η,v)K = 0 for all v ∈ P0(K) and for all K ∈ Th}.

Lemma 2.8. Given η ∈ Ah
0 there exists v ∈Mh(Ah; b) such that

P v =η, (2.5a)

‖v‖L2(Ω) ≤C ‖η‖L2(Ω). (2.5b)

Here P : L2(Ω) → Ah is the L2 projection onto Ah.

Proof. We begin by defining ψ ∈ Ah
0 as the solution to

(curl (ψ)b, curlw)K = (η,w)K for all w ∈ Ah
0 and K ∈ Th.

We show that ψ is in fact well defined. Since the above equations define a square system
for the degrees of freedom of ψ, we only need to prove uniqueness. Therefore, if we assume
η = 0 we get that curl (ψ) = 0 by (2) of Definition 2.4. Next, we write

ψ =

 0 z3 −z2

−z3 0 z1

z2 −z1 0


for some z = (z1, z2, z3)

t where the average of each zi (for i = 1, 2, 3) on every K ∈ Th are
zero. On each K ∈ Th

curlψ = (grad z)t − (div z)I, (2.6)

so we have

0 = ((grad z)t − (div z)I) : I = −2 div z.

This gives that div z = 0 on each K ∈ Th. Which in turn gives that grad z = 0 on each
K ∈ Th, which implies that z = 0 after we note that averages of each zi are zero on K ∈ Th.
In fact, we can use this result combined with a scaling argument to show the Poincare type
inequality,

‖w‖L2(K) ≤ C hK‖curl (w)‖L2(K) (2.7)

for all w ∈ Ah
0 and all K ∈ Th.

We next show that

‖curl (ψ)‖L2(K) ≤ C hK‖η‖L2(K). (2.8)

To see this, we use (2) of Definition 2.4 to get

‖curl (ψ)‖2
L2(K) ≤ C (curl (ψ)bK , curl (ψ) )K = C (η,ψ)K .

If we use (2.7) we get (2.8).
Now we set v = curl (curl (ψ)b). Let us show that indeed v has the desired properties.

From property (1) of Definition 2.4 and using integration by parts we have

(v,w)K = (curl (curl (ψ)b),w)K = (curl (ψ)b, curlw)K = (η,w)K ,
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for all w ∈ Ah
0 and K ∈ Th. This shows (2.5a). To show (2.5b) we first use an inverse

estimate

‖v‖2
L2(K) = ‖curl (curl (ψ)b)‖2

L2(K) ≤
C

h2
K

‖curl (ψ)b‖2
L2(K).

However, if we use (3) of Definition 2.4, we obtain

‖curl (ψ)b‖2
L2(K) ≤ C ‖curl (ψ)‖2

L2(K).

Finally, by using (2.8), we get

‖v‖2
L2(K) ≤ C‖η‖2

L2(K).

By taking the sum and then taking the square root proves (2.5b). �

2.3. Lowest-Order Element. We will need the lowest order element in [3] for the stress
space.

V h
1 := {v ∈H(div ; Ω) : v|K ∈ P1(K), for all K ∈ Th}.

The following result is contained in [3]; see also [5]. In order for this article to be sufficiently
self contained, we give a proof of this proposition in the appendix.

Proposition 2.9. Given η ∈ Ah
c := {w ∈ AS(Ω) : v|K ∈ P0(K), for all K ∈ Th}, there

exists v ∈ V h
1 such that

div v =0, (2.9a)

P cv =η, (2.9b)

‖v‖L2(Ω) ≤C ‖η‖L2(Ω), (2.9c)

where P c is the L2 projection onto Ah
c .

Finally, we make the following observation:

(v,η)Ω = 0 for all v ∈Mh(Ah; b) and η ∈ Ah
c . (2.10)

This follows from integration by parts, the fact that (curlη)|K = 0 for every K ∈ Th, and
(1) of Definition 2.4.

3. Error Analysis

3.1. Error of ρ and σ. We begin with our main result.

Theorem 3.1. Suppose the (σh,uh,ρh) ∈ V h×W h×Ah solves (1.3). Assume the spaces
satisfy the following conditions

V h
1 + Ṽ h +Mh(Ah; b) ⊂ V h, (3.11a)

W h = W̃
h
, (3.11b)

divV h ⊂W h, (3.11c)

where (Ṽ h, W̃
h
) is a stable pair of spaces for the Laplace equation with projection Π (see

Definition 2.1) and b is an admissible bubble matrix. Then, we have

‖σ − σh‖L2(Ω) + ‖ρ− ρh‖L2(Ω) ≤ C (‖σ −Πσ‖L2(Ω) + ‖ρ− Pρ‖L2(Ω)). (3.12)
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Proof. Let us start by writing the error equations.

(A(σ − σh),v)Ω + (u− uh, div v)Ω + (ρ− ρh,v)Ω =0, (3.13a)

(div (σ − σh),ω)Ω =0, (3.13b)

(σ − σh,η)Ω =0, (3.13c)

for all (v,ω,η) ∈ V h ×W h ×Ah.
We first prove that the following estimate

‖ρ− ρh‖L2(Ω) ≤ C (‖σ − σh‖L2(Ω) + ‖ρ− Pρ‖L2(Ω)). (3.14)

We let ψ = Pρ− ρh and we decompose it as

ψ = ψ0 +ψc,

where ψ0 ∈ Ah
0 and ψc ∈ Ah

c where we define ψc|K := 1
|K|

∫
K
ψ dx for all K ∈ Th. We first

get an estimate for ψ0. Let v ∈Mh(Ah; bK) be from Lemma 2.8 with η = ψ0.

‖ψ0‖2
L2(Ω) =(ψ0,ψ0)Ω

=(ψ0,v)Ω by (2.5a)

=(ψ0,v)Ω + (ψc,v)Ω by (2.10)

=(ψ,v)Ω

=(ρ− ρh,v)Ω + (Pρ− ρ,v)Ω

=− (A(σ − σh),v)Ω + (Pρ− ρ,v)Ω by (3.13a) and (3.11a)

Here we used that div v = 0 since v ∈Mh(Ah, b). Finally, using (2.5b) and the fact that
A is bounded

‖ψ0‖L2(Ω) ≤ C (‖σ − σh‖L2(Ω) + ‖ρ− Pρ‖L2(Ω)). (3.15)

Now we prove an estimate for ψc. We let v ∈ V h
1 be from Proposition 2.9 with η = ψc.

Then,

‖ψc‖2
L2(Ω) =(ψc,ψc)Ω

=(ψc,v)Ω by (2.9b)

=(ψ,v)Ω − (ψ0,v)Ω

=(ρ− ρh,v)Ω + (Pρ− ρ,v)Ω − (ψ0,v)Ω

=− (A(σ − σh),v)Ω + (Pρ− ρ,v)Ω − (ψ0,v)Ω by (3.13a), (2.9a) and (3.11a)

Therefore, if we use (2.9c) and (3.15) we have

‖ψc‖L2(Ω) ≤ C (‖σ − σh‖L2(Ω) + ‖ρ− Pρ‖L2(Ω)). (3.16)

Hence, using (3.15), (3.16) and the triangle inequality we arrive at (3.14).
Now we get an estimate for σ. We first note that by (1) and (2) of Definition 2.1,

(3.11b), (3.11c) and (3.13b) we have

div (Πσ − σh) = 0.
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Therefore, by using this result, (3.13a) and (3.13c) we get

(A(Πσ − σh), (Πσ − σh))Ω =(A(σ − σh), (Πσ − σh))Ω + (A(Πσ − σ),Πσ − σh)Ω

=− (ρ− ρh, (Πσ − σh))Ω + (A(Πσ − σ), (Πσ − σh))Ω

=− (P ρ− ρh, (Πσ − σh))Ω − (ρ− P ρ, (Πσ − σh))Ω

+ (A(Πσ − σ), (Πσ − σh))Ω

=− (P ρ− ρh, (Πσ − σ))Ω − (ρ− P ρ, (Πσ − σh))Ω

+ (A(Πσ − σ), (Πσ − σh))Ω.

If use (3.14), the triangle inequality and the fact that A is positive definite we get

‖σ − σh‖L2(Ω) ≤ C (‖σ −Πσ‖L2(Ω) + ‖ρ− Pρ‖L2(Ω)).

Finally, if we use (3.14) we arrive at (3.12). �

3.2. Error analysis for u. We start with the main result of this subsection.

Theorem 3.2. Assuming the hypothesis of Theorem 3.1 we have

‖u− uh‖L2(Ω) ≤ C (‖u− P u‖L2(Ω) + ‖σ −Πσ‖L2(Ω) + ‖ρ− Pρ‖L2(Ω)),

where P is the L2-projection operator onto W h.

Proof. It is well known that there exists w ∈ H1(Ω) such that

divw =Pu− uh, (3.17a)

‖w‖H1(Ω) ≤C ‖Pu− uh‖L2(Ω). (3.17b)

Then, by the error equation (3.13a), property (2) of Definition 2.1, and (3.11a) we have

‖Pu− uh‖2
L2(Ω) =(divw,Pu− uh)Ω

=(div (Πw),Pu− uh)Ω

=(div (Πw),u− uh)Ω

=(A(σ − σh),Πw)Ω + (ρ− ρh,Πw)Ω.

The result now follows by using (3.12), the triangle inequality, and the fact that

‖Πw‖L2(Ω) ≤ C ‖w‖H1(Ω) ≤ C ‖Pu− uh‖L2(Ω).

�

We note that improved error estimates for Pu−uh can be obtained by using a duality
argument, assuming elliptic regularity, and using that we now have estimates for both ρ
and σ in Theorem 3.1. We leave the details to the reader.

4. Examples

In this section we give several examples.
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Example 4.1. First we give the AFW [3] element. They chose as local spaces

A(K) =Ak(K) := Pk(K) ∩AS(K),

W (K) =Pk(K),

V (K) =Pk+1(K).

We first note that

Ṽ h = {v ∈H(div, Ω) : v|K ∈ RT k(K), for all K ∈ Th},

W̃
h

= {w ∈ L2(Ω) : w|K ∈ Pk(K), for all K ∈ Th},
are a stable pair of spaces for the Laplace equation; see Definition 2.1. Clearly we have the
inclusion Ṽ h ⊂ V h. Furthermore, we have the inclusion

Mh(Ah; b) ⊂ V h,

where b is the bubble matrix defined in Example 2.6. Therefore, we can apply Theorem
3.1.

The above analysis of the AFW element shows that one can reduce the space V h while
keeping Ah and W h the same. This leads us to the following example which is the element
contained in [7].

Example 4.2. The local spaces (for k ≥ 1) are defined as follows:

A(K) =Ak(K),

W (K) =Pk(K),

V (K) =RT k(K) + curl (curl (A(K)) bK),

where bK is given in Example 2.6. The hypothesis of Theorem 3.1 hold with the stable
pair of spaces for the Laplace equation again being

Ṽ h = {v ∈H(div, Ω) : v|K ∈ RT k(K), for all K ∈ Th},

W̃
h

= {w ∈ L2(Ω) : w|K ∈ Pk(K), for all K ∈ Th}.
Note that the above example has same the convergence properties as the AFW element

for the same k since ‖ρ − Pρ‖L2(Ω) in Theorem 3.1 would appear on the right-hand side
for both elements.

If we instead use the BDDF [4] stable pair of spaces for the Laplace equation we get
the element considered in [12].

Example 4.3.

A(K) =Ak(K),

W (K) =Pk−1(K),

V (K) =Pk(K) + curl (curl (A(K)) bK),

where bK is given in Example 2.6. In this case, the corresponding stable spaces for the
Laplace equation are

Ṽ h = {v ∈H(div, Ω) : v|K ∈ Pk(K), for all K ∈ Th},

W̃
h

= {w ∈ L2(Ω) : w|K ∈ Pk−1(K), for all K ∈ Th}.
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Example 4.4. Here we consider the elements given by Stenberg [16] (for k ≥ 1).

A(K) =Ak(K),

W (K) =Pk−1(K),

V (K) =Pk(K) + curl (Pk−1(K) bK),

where now bK is given in Example 2.5. Since curl (curl (A(K))bK) ⊂ curl (Pk−1(K) bK),
we can easily apply Theorem 3.1 to get optimal error estimates. In fact, we see that the
following reduced space for V (K) would have the same convergence properties

V (K) = Pk(K) + curl (curl (A(K)) bK).

We note here that Stenberg [16] modified his lowest order element, k = 1. Here, with
our analysis, we see that his modification was not necessary. Falk [10] also proved that
Stenberg’s modification for the lowest order element is not necessary in the two dimensional
case.

Acknowldegements. We would like to thank J. Gopalakrishnan for many fruitful
discussions.

5. Appendix

Here we prove Proposition 2.9. The proof is in [3, 5]. However, we provide a proof here
for completeness.

We start with a lemma concerning a lowest-order Stokes element. The techniques used
here are now standard and the result is a trivial modification of a result given in [9].

Lemma 5.1. For every m ∈ Qh := {w ∈ L2(Ω) : w|K ∈ P0(K), for all K ∈ Th} there
exists v ∈ Sh := {w ∈ [H1(Ω)]3 : w|K ∈ P3(K)} such that

PQdiv v =m, (5.18a)

‖v‖H1(Ω) ≤C‖m‖L2(Ω). (5.18b)

where PQ is the L2 projection onto Qh.

Proof. It is well known that there exist ω ∈ H1(Ω) such that

divω =m, (5.19a)

‖ω‖H1(Ω) ≤C‖m‖L2(Ω). (5.19b)

We define v in the following way

v := Iω + π(ω − Iω),

where I is the Clément interpolant [8] onto continuous, piecewise linear functions. We now
define the projection π by defining it component-wise (i.e. (πu)i = πui for i = 1, 2, 3).
For a scalar function u define on each K ∈ Th, πu ∈ span{λ0λ1λ2, λ0λ1λ3, λ0λ2λ3, λ1λ2λ3}
with the following degrees of freedom

〈πu− u, 1〉F = 0 for all faces F of K.
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It is not difficult to see that π is well defined and hence π is well defined. Moreover, the
following properties are not difficult to establish:

π : [H1(Ω)]3 →{w ∈ [H1(Ω)]3 : w|K ∈ P3(K)},

‖Πu‖H1(K) ≤C (‖u‖H1(K) +
1

hK

‖u‖L2(K)),

for every K ∈ Th. The inequality follows from the trace theorem and a scaling argument.
Now we prove that v has the desired properties. Clearly, v ∈ Sh. If we let w ∈ Qh we

get

(div v, w)K =− (v, grad w)K + 〈v · n, w〉∂K by integration by parts

=〈v · n, w〉∂K since grad w = 0,

=〈(Iω + π(ω − Iω)) · n, w〉∂K by the definition of v

=〈ω · n, w〉∂K by the definition of π

=− (ω, grad w)K + 〈ω · n, w〉∂K since grad w = 0

=(divω, w)K by integration by parts

=(m, w)K . by (5.19a)

This shows (5.18a). Now we prove (5.18b).

‖v‖2
H1(Ω) =

∑
K∈Th

‖v‖2
H1(K)

≤2‖Iω‖2
H1(Ω) + 2

∑
K∈Th

‖π(ω − Iω)‖2
H1(K)

≤2‖Iω‖2
H1(Ω) + C

∑
K∈Th

(‖ω − Iω‖2
H1(K) +

1

hK

‖ω − Iω‖L2(K))
2

≤C‖ω‖2
H1(Ω) + C

∑
K∈Th

1

h2
K

‖ω − Iω‖2
L2(K)

≤C‖ω‖2
H1(Ω).

Here we use standard properties of the Clément interpolant I and the fact that Th is shape-
regular. Therefore,

‖v‖H1(Ω) ≤ ‖ω‖H1(Ω).

We obtain (5.18b) once we use (5.19b). �

Now we prove Proposition 2.9.

Proof. If η ∈ Ah
c then,

η =

 0 z3 −z2

−z3 0 z1

z2 −z1 0


for z1, z2, z3 ∈ Qh. From Lemma 5.1 we can find w1,w2,w3 ∈ Sh such that

PQdivwi =−2 zi (5.20a)

‖wi‖H1(Ω) ≤C ‖zi‖L2(Ω). (5.20b)
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for i = 1, 2, 3.
Next we let ψ be the matrix with i-th comlumn wi and we use the following identity

−2 skw curl (ψ − trace(ψ)I) =

 0 divw3 −divw2

−divw3 0 divw1

divw2 −divw1 0

 .

Here skw v = (v − vt)/2 for any matrix v.
Hence,

P ccurl (ψ − trace(ψ)I) =
1

2

 0 − PQ divw3 PQ divw2

PQ divw3 0 − PQ divw1

− PQ divw2 PQ divw1 0

 ,

and so

P ccurl (ψ − trace(ψ)I) = η. (5.21)

We let v = Π1curl (ψ − trace(ψ)I), where Π1 is the three copies of the lowest order
BDDF projection (see [4]) which is defined as follows

〈(Π1w −w)n,µ〉F = 0 for all µ ∈ P1(F ), (5.22)

and for all faces F of K.
By the properties of the BDDF projection we have

div v = 0, (5.23)

since div curl (ψ − trace(ψ)I) = 0.
Let θ ∈ Ah

c , then for each K ∈ Th we have θ|K = gradω for some linear function ω.
Hence,

(v,θ)K =(v, gradω)K

=〈v n,ω〉∂K by (5.23)

=〈Π1curl (ψ − trace(ψ)I)n,ω〉∂K by the definition of v

=〈curl (ψ − trace(ψ)I)n,ω〉∂K by (5.22)

=(curl (ψ − trace(ψ)I), gradω)K

=(curl (ψ − trace(ψ)I),θ)K

=(P ccurl (ψ − trace(ψ)I),θ)K

=(η,θ)K . by (5.21)

This shows that P cv = η. Finally,

‖v‖2
L2(Ω) =‖Π1curl (ψ − trace(ψ)I)‖2

L2(Ω)

≤2‖Π1curl (ψ − trace(ψ)I)− curl (ψ − trace(ψ)I)‖2
L2(Ω)

+ 2‖curl (ψ − trace(ψ)I)‖2
L2(Ω)

≤C
∑

K∈Th

h2
K‖ψ‖2

H2(K) + C ‖ψ‖2
H1(Ω)

≤C ‖ψ‖2
H1(Ω).
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In the last inequality we used inverse estimates which we are allowed to do since ψ is a
polynomial on K. Finally, using the definition of ψ and (5.20b) we have

‖v‖L2(Ω) ≤ C ‖η‖L2(Ω).

This completes the proof.
�
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