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Abstract of �Dynamic Programming, Tree-width and Computation on Graphical Models,�
by Brian Oliveira Lucena, Ph.D., Brown University, May 2002

Computing on graphical models is a Þeld of diverse interest today, due to the general
applicability of these models. This thesis begins by giving background on the generalized
Dynamic Programming (DP) method of performing inference computations (Chapter 1).
We then (in Chapter 2) demonstrate explicity equivalences between different methods of
computation and the importance of a parameter called tree-width. We go on to prove a
novel method of bounding the tree-width of a graph by using maximum cardinality search.
This gives a lower bound on the computational complexity of a graph with respect to stan-
dard methods. This bound can be quite weak or quite good. We provide experimental
results demostrating both cases. Chapter 3 is concerned with Coarse-to-Fine Dynamic
Programming (CFDP), a method which can be faster than the standard methods, but
requires special conditions. We prove theorems giving the complexity of CFDP for prob-
lems that meet certain criteria. These theoretical results are borne out with applications
to speciÞc problems.
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1.1 Introduction

The ultimate goal of mathematical modeling is to understand and predict the behavior of
systems. In deterministic systems we can more or less predict exactly what will happen.
In probabilistic systems, however, there is an inherent uncertainty. Thus our goal is
to understand the uncertainty; that is, to learn about the distribution of the variable
of interest. This distribution will change and become �less� random as we have more
information about the variable. Graphical models such as Markov random Þelds, Bayes
nets, and a host of other variations are attempts to model complex systems of random
variables and their interactions, with the goal of understanding and making predictions.

The Þeld of graphical models is one of tremendous research and application today.
Dependency graphs arise in Þelds as diverse as computer vision, speech recognition, expert
systems, coding theory and genetics. The reason for this broad range of applications is that
these models are very general in their formulation. Using these techniques, we can model
any system in which random variables interact and analyze the effects of the variables
on one another. Naturally, there are limitations in practice. It may be difficult to create
models which accurately reßect reality or on which we can feasibly compute answers.
However, between the inÞnite theoretical possibilities and the trivial problems lie a rich
world of tractable and potentially tractable problems.

In practice, there are two main aspects to these models: learning and computation.
The learning problem asks: Given some system of random variables in which we are
interested, how do we Þnd a mathematical formulation for this system? The formulation
we seek is typically a joint probability distribution on all the variables, given in a compact
form or factorization. In some cases the distribution may be obvious. Sometimes it is
created by a theoretical analysis of the system. Often, it must be learned from data.

Computational aspects involve using the model to get useful answers to questions
about the system in which we are interested. The typical questions are to Þnd the most
likely conÞguration of the variables or the marginal distributions of the variables. We
would also like to see the effects of evidence on the remaining variables. That is, if we
know the values of some variables, we want to compute the effect on the distribution of
the remaining variables. There are many standard algorithms for computation which go
by different names but are basically equivalent. These include junction-tree propagation,
bucket elimination, factor graphs, and generalized dynamic programming.

The limitation of all these methods is that they have a computational complexity which
is exponential in a parameter of the graph called tree-width. The base of this exponent
is the size of the state space. Therefore, on graphs with low tree-width and moderate
state space size, these methods are efficient and these problems are effectively solved.
The real challenge in computational aspects of graphical models today is how to compute
on graphs where the tree-width and/or state space size is sufficiently large to make the
standard methods infeasible.

Many important and interesting problems fall into this latter category. Expert systems
for medical diagnosis such as the those based on the QMR-DT database are infeasible
by standard methods because they have high tree width. Computer vision and image
processing models are often based on Markov random Þelds deÞned on a lattice. Since an
n × n lattice has tree-width n these problems are typically intractable by our standard
methods. Speech recognition algorithms can be posed as an inference problem on a Hidden
Markov Model (HMM). An HMM is a type of graphical model which has low tree-width.
However, the HMMs powerful enough to be effective in speech recognition often have a
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state space which is infeasibly large.
These types of problems can be attacked in several ways. We can approximate our

complex models by simpler ones which are amenable to standard methods. We can settle
for calculating bounds, instead of exact answers. Finally, we can look for alternate methods
of organizing our computation to reduce the complexity. Which approach or combination
of approaches proves to be most useful will depend largely on the speciÞcs of the problem
at hand. Currently, the state of the art is a collection of methods which are useful in
certain situations. These include variational methods, mean-Þeld approximations, and
approximations using mixtures of trees. The more �tools� we have at our disposal, the
more likely we are to be able to solve a given problem to our satisfaction. Some of these
tools may be applicable quite generally, others only in speciÞc problems.

This thesis is composed of three major sections. The Þrst section gives background on
the method of generalized dynamic programming. As stated earlier, there are many equiv-
alent methods which go under different names, but can all be viewed as a generalization
of the Dynamic Programming principle as originally formulated by Bellman [5]. These
methods fall under such headings as �junction-tree propagation� [17], �Bayesian Belief
propagation� [19], �factor graphs� [10], �bucket elimination� [9] and �peeling� [7]. While
the structure of these methods are usually well-suited to their particular applications, they
are all based on the same principle.

We begin with a tutorial of the generalized Dynamic Programming method and show
how to perform all of the basic inference computations: marginal distributions, most likely
conÞguration, and expectations, via this method. Generalized Dynamic Programming has
the advantage of a simpler, more intuitive framework, and dispenses with the need to
actually triangulate the graph.

Chapter 2 concerns notions of computational complexity of these methods. The various
algorithms for computing on Markov random Þelds have the same complexity, and this
computational equivalence corresponds to an equivalence of several different properties on
graphs. These results are known, but are not found together in the literature in such a
concise form. We will introduce the notion of tree-width which can be seen as representing
the inherent complexity of a graph with respect to our standard computational methods.
Finding the tree-width of a graph is not an easy task in general, however. As a result, given
a graph it is not always simple to determine the complexity of our inference computations.
Much work has been done on computing upper bounds to tree-width, while relatively little
has been done on lower bounds. We show that a procedure called maximum cardinality
search can be used to calculate a lower bound for the tree-width of a graph. This bound
is easy to compute, although it is not necessarily a tight lower bound. We go on to use
this result to develop more sophisticated methods for computing lower bounds on the tree
width of a graph and analyze the instances where the method will and will not yield a
good bound. We also apply our methods to various classes of graphs used in practice and
interpret the results.

Chapter 3 explores a method called Coarse-to-Fine Dynamic Programming (CFDP) [22].
This is an algorithm which can be applied to Þnding the most likely conÞguration of a
Markov random Þeld. It requires a certain hierarchical structure in the states of the vari-
ables, and the ability to efficiently Þnd an upper bound to a range of state combinations.
Even if we are able to apply CFDP, we are not guaranteed it will be any faster than our
standard methods. We analyze the performance of CFDP under certain kinds of problems
which are discretizations of continuous problems, and thereby give sufficient conditions
under which CFDP will be faster than standard DP. In some cases we are able to deter-
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mine exactly the asymptotic performance of CFDP. Beyond showing the performance of
CFDP for certain classes of problems, these proofs yield general insight into the types of
situations where we can expect CFDP to be effective. We then apply CFDP to problems
which meet our criteria, and demostrate this computational savings empirically.
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1.2 Generalized Dynamic Programming Tutorial

This section is a brief tutorial on how to compute marginal probabilities, the most likely
conÞguration, and expectations on Markov random Þelds using what we call here the
generalized Dynamic Programming method. Basically, this is a review of the method
given in [12], although the procedure to simultaneously Þnd all marignal distributions is
not covered there. It is also quite similar to the �bucket elimination� algorithms given
in [9] and similar in spirit to �non-serial� dynamic programming [6].

Suppose we have a joint probability distribution P (x1, x2, . . . , xn) on n variables and
a graph G = (V,E) which represents the structure of this probability distribution in
some way. In graphical models, the vertices represent random variables, and we will
use interchangeably �Xi�, �the vertex which represents Xi�, and �vertex i�. So V =
{X1,X2, . . . ,Xn} or simply {1, 2, . . . , n}. The word �vertex� and �node� will also be
used interchangeably. We denote by Γ(Xi) the set of nodes which are adjacent to Xi in
the graph G. The degree of a node is denoted deg(Xi) = |Γ(Xi)|. A clique is a subset
of nodes of a graph such that every pair of nodes in the subset is connected by an edge.
A maximal clique is a clique which is not a subset of any other clique in the graph. We
denote by C the set of all maximal cliques in our graph G. We will assume that all of
our Xi take values in the same outcome space S. In practice this is rarely true, but it
simpliÞes the notation and mathematics considerably, while not fundamentally changing
the nature of the problem.

The edges of graphical models represent some relationships between the random vari-
ables. For example, we could require our probability distribution P to have the following
property with respect to our graph G:

P (Xi|V \ {Xi}) = P (Xi|Γ(Xi)) (1.2.1.1)

This is the Markov random Þeld (MRF) property. More precisely, we say that P is
MRF with respect to a graph G if Equation 1.2.1.1 holds. This equation says that Xi
is �conditionally independent� of the rest of the nodes (variables) in the graph given the
variables that neighbor Xi in the graph. In other words, variables which are not adjacent
to Xi in G affect Xi only to the extent that they may affect the neighbors of Xi. So if
all the neighbors are known, the other variables are irrelevant to the distribution of Xi.
Another way of stating this property is to say that any two non-adjacent variables Xi, Xj
are conditionally independent of each other given any set T of variables such that T is an
Xi −Xj separator.
Definition 1.2.1. A set of vertices T (Xi,Xj /∈ T ) is said to be an Xi-Xj separator if
any path from Xi to Xj contains some vertex in T .

Another important property some probability distribution may have with respect to a
graph is the Gibbs property. This says that:

P (X1,X2, . . . ,Xn) =
!
C∈C

fC(XC) (1.2.1.2)

This means that the probability distribution can be written as a product of terms,
where each term depends only on the variables involved in that clique.
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Figure 1.1: A graph G.

By the Hammersley-Clifford theorem [13], we have that if P > 0 then P is MRF with
respect to G if and only if P is Gibbs with respect to G. For a general function f , we will
say that f �respects� the graph G if f can be expressed as a product (or sum) of terms
which correspond to the maximal cliques in the graph G.

1.2.1 Computing the Most Likely Configuration

If P > 0 then, given a Markov random Þeld, we can invoke the Hammersley-Clifford
Theorem and write P as a product of terms, one for each clique in the graph, where the
terms for each clique involves only the variables in that clique. Suppose now we want to
Þnd the most likely conÞguration (MLC) of the variables. That is we want to Þnd:

arg max
x1,x2,... ,xn

P (X1,X2, . . . ,Xn) = arg max
x1,x2,... ,xn

!
C∈C

fC(XC) (1.2.1.3)

We could do this in a brute force manner by evaluating the probability of each of the
|S|n possible state combinations, and choosing the best one. However, the conditional
independence structure of the graph enables us to organize our computations in a manner
such that we need not examine every single state combination, yet can still ensure that we
have the best possible state combination. This is the essence of dynamic programming.

Suppose we are given the graph G in Figure 1.1. We have n = 7 random variables and
the the conditional independence structure given by G. SpeciÞcally we can represent our
probability distribution P as a product of clique terms in the following way:

P (X1 = x1,X2 = x2, . . . , X7 = x7) = f124(x1, x2, x4)f134(x1, x3, x4)f345(x3, x4, x5)

f26(x2, x6)f56(x5, x6)f67(x6, x7)

Note that this representation is not unique. For example, we could multiply one clique
terms by some constant C and divide another by the same C and we would have a different
decomposition.
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To use generalized dynamic programming to Þnd the most likely conÞguration, we
must choose an ordering π of the vertices of the graph. Technically, an ordering is deÞned
as a bijection:

π : V → {1, 2, . . . , n} (1.2.1.4)

however, we will often just state π = (v1, v2, . . . , vn) to mean �Label the vertices such
that vi = π−1(i)�. We can then refer to vi as �the i-th element of the ordering π�.
The orderings used in dynamic programming are sometimes referred to as site visitation
schedules.

Some orderings require more computations then others. The complexity depends on
the size of the maximum border encountered as we progress through the graph. We now
give a precise deÞnition of border and maximum border.

Definition 1.2.2. Let π be an ordering of the vertices of G and let vi = π−1(i). We
deÞne the border of ordering π at stage i with respect to the graph G as:

βπ,i(G) = {vj : i+1 ≤ j ≤ n; there is a path from vi to vj in G

involving only vj , vi, and v1, v2, . . . , vi−1}

Definition 1.2.3. Let the border size of an ordering π at stage i with respect to the graph
G be given by Bπ,i(G) = |βπ,i(G)|.
Definition 1.2.4. Let the maximum border size of an ordering π with respect to a graph
G be given by MBπ(G) = maxiBπ,i(G).

The deÞnition for the border is a bit unwieldy, but necessarily so. One way to under-
stand the deÞnition is to consider that the ordering π represents an order of �processing�
our vertices. In some sense, we want to deÞne a subset of vertices that come after vi in the
ordering π (i.e. �unprocessed� vertices) which separate the �processed� vertices (i.e. the
vertices that come before vi in the ordering π) from the rest of the unprocessed vertices.
However, in reality we don�t need a subset to separate all of the processed vertices from
the unprocessed vertices. We just need to separate the subset of processed vertices which
are in the same connected component as vi from the unprocessed vertices. The above
deÞnition must be somewhat complicated to reßect this distinction. Often, our ordering is
such that {v1, v2, . . . , vj} is a connected component for all j. In this case the distinction
is unnecessary. However, in some situations we will want to choose orderings where this
is not the case.

To illustrate this more clearly we deÞne:

Dπ,i(G) = {vj : 1 ≤ j ≤ i; there is a path from vi to vj in G

involving only v1, v2, . . . , vi}

So, Dπ,i(G) is precisely the connected component containing vi in the subgraph of G
generated by the subset {v1, v2, . . . , vi}. The border βπ,i(G) is chosen to separate the set
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Dπ,i(G) from V − (βπ,i(G) ∪ Dπ,i(G)). In this way, it is not difficult to verify that an
alternate deÞnition for the border is given by:

βπ,i(G) = {vj : i+ 1 ≤ j ≤ n; (vj , w) ∈ E for some w ∈ Dπ,i(G)}
Given an ordering π of the vertices, we will �process� the vertices in that order. We

will see that the time it takes to process each vertex is O(|S|Bπ,i(G)+1). Therefore, we can
Þnd the most likely conÞguration in time O(n|S|MBπ(G)+1). So we are always looking to
Þnd orderings with a small maximum border size. Issues related to this will be discussed
further in the next chapter.

Given an ordering of the vertices, how do we Þnd the MLC? The idea is that we
progress through the ordering, and at each point in the ordering we compute the best (i.e.
most likely) choice for our current vertex for every possible conÞguration of the border. It
is sufficient to consider only the border, because our conditional independence guarantees
that the best choice is conditionally independent of the rest of the graph given the border.
At the end we can progressively backtrack and choose the best possible conÞguration.

A more formal description of the algorithm is given here:

Initialize current clique terms list to include all clique terms.
for i = 1 to n do
Let vi = π

−1(i) (i.e. the i-th vertex in the ordering π).
for every possible conÞguration of βπ,i(G) do
Let gi(vi, βπ,i(G)) =

"
(current clique terms involving vi).

Compute and store Mi(βπ,i(G)) = maxvi∈S gi(vi,βπ,i(G)).
Compute and store Ai(βπ,i(G)) = argmaxvi∈S gi(vi, βπ,i(G)).

end for
Remove cliques involving vi from the current clique list.
Add Mi(βπ,i(G) to the current clique terms list (involves �new� clique βπ,i(G)).

end for
Let x∗π−1(n) = An(∅).
for i = n− 1 to 1 do
Let x∗π−1(i) = Ai(x

∗
j : j ∈ βπ,i(G)).

end for

At the end of this process x∗1, x∗2, . . . , x∗n is the most likely conÞguration.
We will now demonstrate using this algorithm to Þnd the MLC using the ordering

(7, 1, 6, 5, 2, 4, 3). Initally, our list of current clique terms is:

f124(x1, x2, x4), f134(x1, x3, x4), f345(x3, x4, x5), f26(x2, x6), f56(x5, x6), f67(x6, x7)

So Þrst we let v1 = 7. Our border is {6} and g1(x6, x7) is the product of all cliques
involving x7. So in this case, g(x6, x7) = f67(x6, x7). So for every value of x6, we Þnd the
maximum g(x6, x7) at every value of x7, and Þnd the value of x7 which is best for that
x6. We then store two things.

M1(x6) = max
x7

g(x6, x7)

A1(x6) = argmax
x7

g(x6, x7)

We remove f67(x6, x7) from the current clique list and addM1(x6) to that list. Our current
clique list is now:

f124(x1, x2, x4), f134(x1, x3, x4), f345(x3, x4, x5), f26(x2, x6), f56(x5, x6),M1(x6)
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We now move to i = 2. So v2 = 1, our border is {2, 3, 4}, and g2(x1, x2, x3, x4) =
f124(x1, x3, x4)f134(x1, x3, x4). So for every possible value of x2,x3and x4 (that is, for all
|S|3 x2, x3, x4 state combinations) we need to Þnd the maximum (and argmax) of g2 over
the range of values of x1. So we compute and store:

M2(x2, x3, x4) = max
x1

g(x1, x2, x3, x4)

= max
x1

f124(x1, x2, x4)f134(x1, x3, x4)

A2(x2, x3, x4) = argmax
x1

f124(x1, x2, x4)f134(x1, x3, x4)

This time, we remove both f124 and f134 from the current clique list and addM2(x2, x3, x4).
Next, at i = 3 we have v3 = 6. Our border is {2, 5} and:

g3(x2, x5, x6) = f26(x2, x6)f56(x5, x6)M1(x6)

So for every possible value of x2 and x5 (that is, for all |S|2 x2, x5 combinations) we need
to Þnd the maximum (and argmax) of g over the range of values of x6. Therefore we
compute and store:

M3(x2, x5) = max
x6

g(x2, x5, x6)

= max
x6

f26(x2, x6)f56(x5, x6)M1(x6)

A3(x2, x5) = argmax
x6

f26(x2, x6)f56(x5, x6)M1(x6)

At our next step, i = 4, v4 = 5, βπ,4(G) = {2, 3, 4}, and:

g4(x2, x3, x4, x5) = f345(x3, x4, x5)M3(x2, x5)

So,

M4(x2, x3, x4) = max
x5

f345(x3, x4, x5)M3(x2, x5)

A4(x2, x3, x4) = argmax
x5

f345(x3, x4, x5)M3(x2, x5)

Next, v5 = 2,βπ,5(G) = {3, 4}, and g4(x2, x3, x4) =M2(x2, x3, x4)M4(x2, x3, x4).

M5(x3, x4) = max
x2

g4(x2, x3, x4)

= max
x2

M2(x2, x3, x4)M4(x2, x3, x4)

A5(x3, x4) = argmax
x2

M2(x2, x3, x4)M4(x2, x3, x4)

Finishing the process we compute:

M6(x3) = max
x4

M5(x3, x4)

A6(x3) = argmax
x4

M5(x3, x4)

M7 = max
x3

M6(x3)

A7 = argmax
x3

M6(x3)



10

At this point, M7 is the maximum value of our probability function P . All that remains is
to Þnd the variable conÞguration associated with it. We do this by backtracking through
the Ai functions. We let x

∗
3 = A7. So x

∗
3 is the value of x3 at which the maximum value

occurs. Then x∗4 = A6(x
∗
3). Continuing we get:

x∗2 = A5(x
∗
3, x

∗
4)

x∗5 = A4(x
∗
2, x

∗
3, x

∗
4)

x∗6 = A3(x
∗
2, x

∗
5)

x∗1 = A2(x
∗
2, x

∗
3, x

∗
4)

x∗7 = A2(x
∗
6)

Analyzing the complexity of our algorithm, we see that in the forward part of the
algorithm, each step requires us to consider every value of the current variable for every
conÞguration of the border. So the most expensive step will take |S|MBπ(G)+1 operations.
There are n steps, so our complexity must be O(n|S|MBπ(G)+1) operations.

Remark 1.2.5. Suppose instead of a probability function P which is a product of clique
terms we had an arbitrary function Q which is a sum of clique terms:

Q(x1, . . . , xn) =
#
C∈C

fC(xC) (1.2.1.5)

Note that the same procedure for maximizing Q (or indeed minimizing Q) would work
with the obvious modiÞcations.

1.2.2 Computing all Marginal Distributions

Another basic computation we can perform is to simultaneously Þnd all the marginal
distributions at once. Again we choose an ordering π of the vertices, and then use a
�forward-backward� type procedure. We compute conditionals in the forward process,
and marginals on the way back. Once again, our complexity will be O(n|S|MBπ(G)+1).

In pseudocode, here is the algorithm:

initialize current clique terms list to include all clique terms
for i = i to n do
Let vi = π

−1(i) (the ith vertex in the ordering π).
Let gi(vi, βπ,i(G)) =

"
(current clique terms involving vi).

Compute and store hi(βπ,i(G)) =
$
vi
gi(vi,βπ,i(G)).

Compute and store P (vi|βπ,i(G)) = gi(vi,βπ,i(G))
hi(βπ,i(G) .

Remove cliques terms involving vi from the current clique list.
Add hi(βπ,i(G)) as a clique term (involves �new� clique βπ,i(G)).

end for
for i = n to 1 do
Let vi be the ith vertex in the ordering.
Compute and store P (βπ,i(G))) , if not already stored, from previous info.
Compute and store P (vi,βπ,i(G)) = P (vi|βπ,i(G))P (βπ,i(G)).
Compute and store P (vi) =

$
βπ,i(G) P (vi|βπ,i(G))P (βπ,i(G)).
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end for

Again, let us illustrate this procedure in detail using the ordering (7, 1, 6, 5, 2, 4, 3).
In the Þrst step, we want to compute P (X7|X6). By our MRF property and basic

probability we have:

P (X7|X6) = P (X7|X1,X2, . . . ,X6)

=
P (X1,X2,X3,X4,X5, X6, X7)$
X7
P (X1, X2,X3,X4,X5,X6, X7)

=
f124f134f345f26f56f67$
X7
f124f134f345f26f56f67

=
f124f134f345f26f56f67(x6, x7)

f124f134f345f26f56
$
X7
f67(x6, x7)

=
f67(x6, x7)$
X7
f67(x6, x7)

This demostrates why, in computing the conditional probabilities, we need only con-
sider the cliques which involve our current vertex. The others can pull through the sum-
mation in the denominator and cancel out with the identical terms in the numerator. This
also demonstrates why our overall computational complexity is again O(n|S|MBπ(G)+1).
Whenever we compute and store the conditional probability of a variable given its bor-
ders, we must evaluate an expression for every possible value of the border and the current
variable. The summations are never more complex than this.

So following our algorithm precisely, our list of current clique terms is:

f124(x1, x2, x4), f134(x1, x3, x4), f345(x3, x4, x5), f26(x2, x6), f56(x5, x6), f67(x6, x7)

At i = 1, v1 = 7, and βπ,i(G) = {6}. So g1(x6, x7) = f67(x6, x7) and then h1(x6) =$
x7
f67(x6, x7). We then compute and store:

P (X7|X6) =
g1(x6, x7)

h1(x6)

for every combination of X6 and X7.
Then we remove f67 from the list of current clique terms and add h1(x6) to that list.

Now our list of current clique terms is:

f124(x1, x2, x4), f134(x1, x3, x4), f345(x3, x4, x5), f26(x2, x6), f56(x5, x6), h1(x6)

We now increment to i = 2. Now v2 = 1, and βπ,i(G) = {2, 3, 4} so g2(x1, x2, x3, x4) =
f124(x1, x2, x4)f134(x1, x3, x4). We compute and store:

h2(x2, x3, x4) =
#
x1

g2(x1, x2, x3, x4)

P (X1|X2,X3, X4) =
g2(x1, x2, x3, x4)$
x1
g2(x1, x2, x3, x4)

Then we remove f124, f134 from our current clique term list and add h2(x2, x3, x4) to that
list.
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Continuing in this fashion we compute:

g3(x2, x5, x6) = f26(x2, x6)f56(x5, x6)h1(x6)

h3(x2, x5) =
#
x6

g3(x2, x5, x6)

P (X6|X2,X5) =
g3(x2, x5, x6)

h3(x2, x5)

g4(x2, x3, x4, x5) = f345(x3, x4, x5)h3(x2, x5)

h4(x2, x3, x4) =
#
x5

g4(x2, x3, x4, x5)

P (X5|X2,X3,X4) =
g4(x2, x3, x4, x5)

h4(x2, x3, x4)

g5(x2, x3, x4) = h4(x2, x3, x4)h2(x2, x3, x4)

h5(x3, x4) =
#
x2

g5(x2, x3, x4)

P (X2|X3,X4) =
g5(x2, x3, x4)

h5(x3, x4)

g6(x3, x4) = h5(x3, x4)

h6(x3) =
#
x4

g6(x3, x4)

P (X4|X3) =
g6(x3, x4)

h6(x3)

g7(x3) = h6(x3)

h7 =
#
x3

g7(x3)

P (X3) =
g7(x3)

h7

At this point we have Þnished the �forward� part of our algorithm and, in fact, we
already have computed the marginal distribution onX3. Note that if we are only interested
in Þnding a single marginal, we can just choose an ordering which ends with that variable,
and thereby obtain that marginal without needing the �backward� part of the algorithm.
Note further that since P is a probability function, then hn (here h7) will equal 1, since hn
is just the sum of the probabilities of all possible state combiniations. However, sometimes
we have the situation where we only know that:

P ∝
!
C∈C

fC(xC)

or in other words

P =
1

Z

!
C∈C

fC(xC)
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for some unknown Z. In this case, our procedure still works, and hn = Z.
Working backwards now, we compute:

P (X3,X4) = P (X4|X3)P (X3)

P (X4) =
#
x3

P (X3,X4)

P (X2,X3,X4) = P (X2|X3, X4)P (X3,X4)

P (X2) =
#
X3

#
X4

P (X2,X3, X4)

P (X2, X3,X4,X5) = P (X5|X2, X3, X4)P (X2,X3,X4)

P (X5) =
#
X2

#
X3

#
X4

P (X2,X3,X4,X5)

Up to this point, the step of computing P (βπ,i(G)) has been trivial. That is, it was always
a computation we had already done in a previous step of the algorithm. In this next step,
however, we are required to compute it explicitly.

P (X2,X5) =
#
X3

#
X4

P (X2,X3, X4, X5)

P (X2,X5,X6) = P (X6|X2, X5)P (X2,X5)

P (X6) =
#
X2

#
X5

P (X2,X5, X6)

P (X1, X2,X3,X4) = P (X1|X2, X3, X4)P (X2,X3,X4)

P (X1) =
#
X2

#
X3

#
X4

P (X1,X2,X3,X4)

P (X6,X7) = P (X6|X7)P (X7)

P (X7) =
#
X6

P (X6,X7)

In this way we are able to compute the marginal distributions of all of our variables.
Notice that, our computation at each step in the forward process requires O(|S|Bπ,i(G)+1)
operations since we compute P (Xπ−1(i)|βπ,i(G)) for every value of Xπ−1(i) and βπ,i(G).
Going backward, we Þrst compute P (βπ,i(G)) by summing over a previously computed
joint probability. Since these joint probabilities never involve more than MBπ(G) + 1
variables, this step takes no more than O(|S|MBπ(G)+1) operations. We then compute the
joint probability P (Xπ−1(i), βπ,i(G)) for every value of Xπ−1(i) and βπ,i(G). So our overall

computational complexity is O(n|S|MBπ(G)+1).
Note that although we refer speciÞcally to computing marginal distributions, we can

use the forward part of this process to efficiently (or at least more efficiently) compute the
sum of an arbitrary product of functions:#

x1,... ,xn

!
C∈C

fC(xC)



14

as long as the variables involved in each fC form a clique in the graph G.
SpeciÞcally, suppose in or previous example, we now want to compute:

E(q(X2, X4, X6)) =
#

x1,... ,xn

q(x2, x4, x6)
!
C∈C

fC(xC)

Since {2, 4, 6} does not form a clique in G we cannot simply regard q as another clique
term and carry out our computations with respect to the graph G. Instead, we make a
new graph H by adding the edge (4, 6) to G. Now {2, 4, 6} is a clique in H. Therefore if we
let C$ be the set of all maximal cliques in H, we can write f246(x2, x4, x6) = q(x2, x4, x6).
Now:

E(q(X2, X4,X6)) =
#

x1,... ,xn

!
C∈C"

fC(xC)

Therefore, by choosing an ordering of the vertices of H, and performing the forward part
of the algorithm, we can compute this expectation in time O(n|S|MBπ(H)+1).



Chapter 2

Tree-width and Computational
Complexity

15
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2.1 Introduction

In the last chapter, we described the generalized DP method for Þnding the most likely
conÞguration or marginal probabilities of a Markov random Þeld. We saw that given
a probability distribution P , a graph G such that P is MRF with respect to G, and
an ordering π of the vertices of G, we can perform an inference computation in time
O(n|S|MBπ(G)+1). We saw how different orderings could yield different computational
times. This fact leads to some important questions. Given a graph, how intrinsically
difficult is it to perform an inference computation? Given an ordering on a graph, is
there another ordering with a lower maximum border? This chapter explores issues that
arise from asking these questions. We show explicitly how the tree-width of a graph G, as
deÞned implicity in [3], is the parameter which essentially determines the intrinsic com-
plexity of basic computations on that graph. We explore equivalent notions of tree-width
and demonstrate explicitly their equivalence. This exploration brings to light interesting
analogies between the different methods of performing inference.

We go on to ask questions about determining the tree-width of a graph. It is an
NP-complete problem in general to compute tree-width [3], so there has been much
work on efficiently computing bounds. Much attention has been paid to upper bounds
(e.g. [4], [26], [1]) for a variety of reasons, while work on lower bounds has been rela-
tively sparse [21]. We prove a theorem relating a procedure called maximum cardinality
search [29] to lower bounds on the tree-width of a graph. We then use this theorem to
present a novel method for calculating a lower bound for the tree-width of a graph. We
discuss its strengths and weaknesses, improve its performance through heuristics and an
iterative method, and then analyze its performance on various classes of graphs.

2.2 Generalized DP, Junction trees, and complexity

Suppose we want to analyze the intrinsic difficulty of a graph G with respect to the
generalized DP method. We know that given an ordering π, our computations will take
time O(n|S|MBπ(G)+1). So to measure how intrinsically complex a graph G is with respect
to these basic computations using generalized DP, we should look at the minimum of
MBπ(G) over all possible orderings π. We call this quantity the minimax border size of
G.

Definition 2.2.1. Let the minimax border size of a graph G be given by

MMB(G) = min
orderings π

MBπ(G) (2.2.2.1)

So MMB(G) is a measure of the inherent complexity of G with respect to the gen-
eralized DP method. For example, if G is an n × n lattice, then MMB(G) = n. The
minimum is achieved with a simple ordering of the nodes from left to right in each row,
processing the rows top to bottom. The graph in Figure 1.1 in Chapter 1 has minimax
border size 3.

We have mentioned that there are other methods to perform these computations, which
are basically equivalent. The major family of these approaches is what we will call the
junction tree approach. Using this method, you must Þrst choose a triangulation of G. To
be precise, one chooses a graph H = (VH , EH) with VH = VG and EG ⊆ EH such that H
is triangulated.
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Definition 2.2.2. A graph G is triangulated if every cycle v1, v2, . . . , vk, v1 with k ≥ 4
has a chord. A triangulation of a graph G is a graph H such that VH = VG, EG ⊆ EH
and H is triangulated. Given a graph G, we deÞne

T (G) = {H : H is a triangulation of G} (2.2.2.2)

After choosing such a triangulation H, you form a structure called a junction tree,
which is basically a tree representation of cliques in the graph. Then there are various
algorithms to perform inference on the junction tree. I refer the interested reader to [17],
[19], or [14] for details. The important issue is that the complexity of the junction tree
computations depends on the size of the largest clique in the triangulated graph H.

Definition 2.2.3. For a graph H let MC(H) = the size of the largest clique in H.

Computing the most likely conÞguration or marginal distributions on a junction tree
formed from the triangulation H will have a worst case time complexity O(n|S|MC(H))
where n is the number of vertices. So to measure how intrinsically difficult a graph is with
respect to this method we must consider the minimum over all possible triangulations H
of G of MC(H). We call this the minimax clique size of G.

Definition 2.2.4. Let the minimax clique size of a graph G, denoted MMC(G) be given
by

MMC(G) = min
H∈T (G)

MC(H) (2.2.2.3)

In other words, if we could Þnd the best triangulation possible, we would be able
to do junction tree computations in something which is exponential in MMC(G). So if
MMC(G) is large, we can not compute efficiently on a graph using junction tree methods.
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2.2.1 Equivalence Results

Here we show explicitly that the junction tree method and generalized DP are equivalent
in their computational complexity. Beyond that, we demonstrate a natural correspon-
dence between triangulations of a graph G = (VG, EG) and specifying orderings π of the
vertices of G. Then we show that computations using generalized dynamic programming
with respect to a certain ordering are equivalent in complexity to junction tree propa-
gation with the corresponding triangulation. SpeciÞcally, we will deÞne a procedure to
create a triangulated graph H given a graph G and π. We show that, in some sense, the
�best� triangulations are ones that are derived from orderings and so we need not consider
triangulations which do not come from orderings. Then we show a relation between the
maximum border size of a graph G with respect to an ordering and the maximum clique
size of the triangulation of G which corresponds to that ordering. It is then straightfor-
ward to demostrate that MMB(G) = MMC(G) − 1. Finally we show the relationship
between these quantities and the tree-width of a graph. These results are not new, they
are implied by the work in [2], [25], [3], [9]. However, in some cases they are not proved
explicitly, the terminology varies, and they are scattered in the literature. This section is
an attempt to summarize these results and make them all explicit under one framework.

Most of the notation on graphs was introduced in Chapter 1 but we must add a bit
here. Given a Graph G = (V,E) and a vertex v ∈ V we denote the neighborhood of
the vertex v by Γ(v) = {w ∈ V : (v,w) ∈ E}. The degree of vertex v is denoted by
deg(v) = |Γ(v)|. The family of vertex v is deÞned as Γ̄(v) = Γ(v) ∪ {v}.

We will now give a procedure to construct a triangulation of a graph G given an
ordering π of its vertices. This is known as the elimination graph of G with respect to π
[29]. It is created by computing the Þll-in Fπ(G) and adding the edges in the Þll-in to the
graph G. The Þll-in is usually deÞned so as to exclude the edges that are already in the
graph G, but it simpliÞes the notation considerably if we let the Þll-in include those edges
as well. So we will use a modiÞed version of the Þll-in for our purposes, but we include
the original deÞnition of the Þll-in here for completeness.

Definition 2.2.5. Let the Þll-in of a graph G with respect to the ordering π be deÞned
as:

Fπ(G) = {(vj , vk) /∈ EG : j < k and there is a path from vj to vk in G

using only vk, vj, and vertices that come before vj in the ordering π}

Rather than working with the Þll-in directly, we will work with the modiÞed Þll-in
given by

Mπ(G) = {(vj , vk) : j < k and there is a path from vj to vk in G

using only vk, vj , and vertices that come before vj in the ordering π}

Note that the only difference between the two is that the modiÞed Þll-in does not
exclude edges which are already in EG. Furthermore, EG ⊂Mπ(G) since the edge (vj , vk)
itself forms a path between vj and vk. So Mπ(G) = Fπ(G) ∪ EG.

The Þll-in is related to the border of the graph in the following way. If we let

M i
π(G) = {(vj , vk) : i ≤ j < k, vj, vk ∈ βπ,i(G)} (2.2.2.4)
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Figure 2.1: Tπ(G) for π = (a, b, c, d, f, e, g, h). The solid edges were in EG and the dotted
edges are in Fπ(G).

then

Mπ(G) =
n%
i=1

M i
π(G) (2.2.2.5)

This is easily seen once it is noted that an equivalent deÞnition for M i
π(G) is:

M i
π(G) = {(vj, vk) : i ≤ j < k and there is a path from vj to vk

using only vertices vk, vj , and v1, v2, . . . , vi}
Definition 2.2.6. For any graph G and any ordering π of the vertices of G, let the π-
triangulation of G, denoted Tπ(G) be given by Tπ(G) = (VG,Mπ(G)). Equivalently we
can let Tπ(G) = (VG, EG ∪ Fπ(G)).

So another way of thinking of the process of creating the π-triangulation of G is the
following. At stage 1, we Þnd the border βπ,1(G) and let F

1
π (G) be all the edges between

vertices of βπ,1(G) that are not already present in EG. Let G1 = (VG, EG ∪ F 1
π (G)). In

general, at stage i we Þnd βπ,i(G) and let F
i
π(G) be the edges between vertices of βπ,i(G)

that are not present in EGi−1 . Then we let Gi = (VG, EGi−1 ∪ F iπ(G)). Following this
process to the end, we get that Tπ(G) = Gn.

We illustrate this procedure with an example. In Figure 2.1, we see the triangulation of
a graph G with respect to ordering π = (a, b, c, d, f, e, g, h) (Note: not (a, b, c, d, e, f, g, h)).
In the Þrst stage we have βπ,1(G) = {b, c, d}. The edges (b, d) and (d, c) are already in
EG, but (b, c) is not. So F

1
π (G) = {(b, c)} (M1

π = {(b, c), (c, d), (b, d)} ). In the next
step, βπ,2(G) = {c, d, e}. This time, only (c, d) ∈ EG1, so F

2
π (G) = {(c, e), (d, e)}.

Next, βπ,3(G) = {d, e, f}. Only the edge (d, e) ∈ EG2 since it was in F
2
π (G), so we

have F 3
π (G) = {(d, f), (e, f)}. Continuing, F 4

π (G) = ∅, since βπ,3(G) = {e, f} and
(e, f) ∈ F 3

π (G). Continuing the procedure to the end, we get the result in Figure 2.1.

Definition 2.2.7. [28] An ordering π of a graph G is said to be a perfect elimination
ordering (also called zero Þll-in) if Mπ(G) = EG or equivalently Fπ(G) = ∅.
Lemma 2.2.8. [27] [29] A graph G is triangulated iff it has a perfect elimination order-
ing.

Lemma 2.2.9. [29] The ordering π is a perfect elimination ordering for Tπ(G).

An immediate consequence of these two lemma is that Tπ(G) is triangulated.
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Lemma 2.2.10. Suppose G = (VG, EG) and H = (VG, EH) are two graphs deÞned on the
same vertex set and π is some ordering of that vertex set. If EG ⊂ EH then Tπ(G) ⊂
Tπ(H).

Proof. All we need to show is that Mπ(G) ⊆Mπ(H). Clearly if there is a path from vj to
vk in G using only v1, . . . , vj, and vk, then such a path exists in H, since EG ⊂ EH . So
Mπ(G) ⊂Mπ(H) and therefore Tπ(G) ⊂ Tπ(H).
Lemma 2.2.11. Suppose we are given a graph G and any triangulation H of G. Then
there exists some ordering π such that Tπ(G) ⊆ H.
Proof. Let Π(H) be the set of perfect elimination orderings π with respect to the graph
H. By Lemma 2.2.8 this set is nonempty. Choose any π ∈ Π(H). We know G ⊂ H,
therefore by Lemma 2.2.10 Tπ(G) ⊂ Tπ(H) = H.

This shows us that the triangulations which do not come from orderings are inferior
to those that do come from orderings. More precisely, if H is a triangulation of G that
could not be produced by an ordering, then we can remove edges from H to make a graph
H $ which is also a triangulation of G and such that H $ = Tπ(G) for some π. So the
triangulations that come from orderings are �optimal� in that sense. SpeciÞcally, it allows
us to state the following:

Lemma 2.2.12.

min
H∈T (G)

MC(H) = min
orderings π

MC(Tπ(G)) (2.2.2.6)

Proof. Clearly we have that the LHS ≤ RHS since the LHS minimizes over a bigger set.
Suppose the minimum of the LHS is achieved by some H which is not Tπ(G) for any π.
Let α be a perfect elimination order for H. Then Tα(G) ⊆ H and therefore the RHS ≤
LHS.

Theorem 2.2.13. Let G = (VG, EG) be a graph and π be an ordering of its vertices. Let
m be the size of the largest clique in Tπ(G). Then MBπ(G) = m− 1.
Proof. Let vi = π

−1(i) and let C ⊂ VG be the largest clique in Tπ(G). So |C| = m. Let vj
be the Þrst element of C in the ordering π. In other words, vj <π vi for all vi ∈ C, vi ,= vj.
Since for any vk ∈ C − {vj}, we have (vj, vk) ∈ Tπ(G) we know that either (vj, vk) ∈ EG
or (vj , vk) ∈ Fπ(G). In either case there is clearly a path from vj to vk which involves only
vj, vk and v1, . . . , vj−1. So C − {vj} ⊆ βπ,j(G). So MBπ(G) ≥ m− 1.

Now suppose by contradiction that MBπ(G) ≥ m. This means that there is some j
for which |βπ,j(G)| ≥ m. Let D = {vj} ∪ βπ,j(G). We show that D is a clique of size
m + 1 in Tπ(G), contradicting our assumption. Take any two vertices w1, w2 ∈ D with
w1 <π w2. If (w1, w2) ∈ EG then clearly it is in Tπ(G). Otherwise, we know there is a
path from vj to w1 which involves only those two vertices and v1, . . . , vj−1. The same is
true for vj and w2. Concatenating the two paths gives us a path from w1 to w2 involving
only vertices which come before them in the ordering. Therefore (w1, w2) ∈ Fπ(G). So
any two vertices in D are adjacent in Tπ(G). This gives our contradiction and shows that
MBπ(G) = m− 1.
Corollary 2.2.14. MMB(G) =MMC(G)− 1.
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Proof. For any ordering π we know that MBπ(G) =MC(Tπ(G))− 1. So clearly:

MMB(G) = min
π
MC(Tπ(G))− 1 (2.2.2.7)

and by Lemma 2.2.12 the corollary is proved.

2.2.2 Tree width

At this point, we would like to introduce the deÞnition of a k-tree and the associated
deÞnition of the tree-width of a graph. As we will demostrate shortly, there are many
equivalent deÞnitions for the tree-width of a graph yet proofs of equivalence are not always
given explicity. The original deÞnition of k-tree was given by Rose [27] in 1970. The
tree-width of a graph G was implicitly deÞned in [3] when Arnborg et al. refer to
�the smallest number k such that a given graph is a partial k-tree�, without naming this
quantity with the label �tree-width�. In this article they show that Þnding this k is an NP-
complete problem. However, these deÞnitions are not typically discussed in the literature
on graphical models, nor is the concept of a k-tree. Instead, most attention is paid to the
deÞnition of tree-width in [25] which deÞnes tree-width relative to tree decompositions and
then asserts (without proof) its equivalence to what we deÞne as MMC(G) − 1. They
then refer to the simultaneous work in [3] as showing that determining the tree-width of
a graph is an NP-complete problem, implying that their deÞnition in [25] is equivalent to
the implicit deÞnition in [3]. Again no epxlicit proof is given. In [2] Arnborg deÞnes the
dimension of a graph and dimension of a graph with respect to π. These are easily seen
to be equivalent to what are referred to here as MMB(G) and MBπ(G) respectively. In
that article, it is proved that G has dimension at most k if and only if G is a partial k-tree,
which effectively proves the equivalence of MMB(G) and the tree-width of G (denoted
TW (G), to be deÞned later in this section). So while it has been known for some time
that the tree-width of a graph G in its various incarnations are all equivalent, there is
apparently no single source with a clean statement of these equivalences. It is, therefore,
perhaps worthwhile to spell them out here. Later, these results will be used in establishing
our lower bound on computational complexity.

Definition 2.2.15. [27] A k-tree can be deÞned recursively in the following way. First,
the complete graph on k vertices is a k-tree. Secondly, given a k-tree on n vertices (for
n ≥ k), we can form a k-tree on n+1 vertices by connecting our new vertex to k existing
vertices which form a complete subgraph in our n-vertex subgraph.

The following alternative deÞnition of a k-tree is due to [28].

Theorem 2.2.16. The following are necessary and sufficient conditions for a graph G to
be a k-tree.

1. G is connected

2. G contains a k-clique but no k + 2 clique

3. Every minimal x-y separator of G is a k-clique.



22

Recall that an x-y separator refers to a set of vertices S (x, y /∈ S) such that any path
from vertex x to vertex y must pass through a vertex in S. It is deÞned only when x and
y are non-adjacent. By minimal we mean a separator with the smallest possible number
of nodes.

Definition 2.2.17. Let G be a k-tree on n vertices and let α be an ordering of the vertices
of G. Let vi = α

−1(i). We deÞne µα,i(G) = Γ(vi) ∩ {v1, v2, . . . , vi−1}. We say that α is a
construction order of G if {v1, v2, . . . , vk} is a clique and µα,i(G) is a clique of size k for
all k+1 ≤ i ≤ n.

It can be easily veriÞed from the deÞnitions that G is a k-tree if and only if there exists
some ordering α such that α is a construction order of G. Take a construction order for
a k-tree, and let π be the reverse of that ordering. Then π gives a perfect elimination
ordering for the k-tree. Therefore k-trees are triangulated by Lemma 2.2.8 (also stated
directly in [27]). Note also that MBπ(G) = k, which means, as we will soon see, that π
is an ordering which achieves the minimax border.

Definition 2.2.18. A partial k-tree is a graph which is a subgraph of some k-tree.

Lemma 2.2.19. [28] Let H be a k-tree and let C = {w1, w2, . . . , wk} be a k-clique
in H. Then there exists a construction order α on H such that if vi = α−1(i) then
{v1, . . . , vk} = {w1, . . . , wk}. In other words, any clique can be the starting clique for the
recursive process of building a k-tree given in the deÞnition.

This lemma implies, among other things, that an ordering of minimax border can
end in any node we choose. Recall from Chapter 1 that to compute a single marginal
distribution, we suggested using only the �forward� part of the algortihm to compute all
the marginals with an ordering that ends on the node of interest. This lemma says that
we do not pay the price of a higher maximum border when we restrict our orderings to
end on a speciÞc node.

Definition 2.2.20. The tree width of a graph G, denoted TW (G) is deÞned as the small-
est number k for which G is a partial k-tree.

Robertson and Seymour deÞne tree-width through the deÞnition of a tree-decomposition.

Definition 2.2.21. [25] A tree decomposition of G is a family (Xi : i ∈ I) of subsets of
VG, together with a tree T with VT = I with the following properties:

1.
&
i∈I Xi = VG

2. Every edge of G has both its endpoints in some Xi(i ∈ I)
3. For i, j, k ∈ I if j lies on the path of T from i to k then Xi ∩Xk ⊆ Xj

Definition 2.2.22. [25] The width of the tree-decomposition is maxi∈I |Xi|− 1.
Definition 2.2.23. [25] The tree-width of G is the minimum k ≥ 0 such that G has a
tree-decomposition of width ≤ k.

By using the Þrst deÞnition of tree-width, we avoid having to consider tree-decompositions
at all. Instead we can work directly with k-trees which, in the opinion of this author, are
simpler and more intuitive. When we refer to TW (G) in this paper, we are working
directly with the k-tree deÞnition although the two are equivalent.
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Lemma 2.2.24. Let G be a k-tree and let A ⊂ VG such that |A| ≤ k and A forms a
complete subgraph in G. Then there exists a set D, such that |D| = k, D forms a complete
subgraph of G and A ⊂ D.
Proof. G is a k-tree, therefore there exists a construction order α. Let vi = α−1(i) and
consider the element vi of A which comes last in this construction order. In other words
vj ∈ A for j ,= i implies vj <α vi. If i ≤ k then we let D = {v1, v2, . . . , vk} since clearly
D is a clique of size k and A ⊂ D. Otherwise consider C = µα,i(G) ∪ {vi}. Clearly C
is a clique, since µα,i(G) is a clique and vi is adjacent to every member of µα,i(G). We
also know that A ⊂ C since any neighbor vj of vi such that vj <α vi is by deÞnition in
µα,i. But |C| is k + 1 and by the assumption of our lemma |A| ≤ k. Therefore, C − A is
nonempty. Consequently, we can choose any element w ∈ C − A and let D = C − {w}.
Then D is still a clique, |D| = k, and A ⊂ D.
Theorem 2.2.25. For any graph G, MMB(G) = TW (G).

Proof. If G is simply a clique on n nodes then TW (G) = n− 1 and MMB(G) = n− 1 by
choosing any ordering. So let TW (G) = k and let |VG| = n > k.

First we will show that MMB(G) ≤ TW (G). Since G is a partial k-tree, we can add
edges to G to form a k-tree H. By Theorem 2.2.16 the graph H has no k + 2 clique so
MC(H) ≤ k + 1. Furthermore, H is a triangulation of G so MMC(G) ≤ k + 1. By
Corollary 2.2.14 we have that MMB(G) ≤ k = TW (G).

Now we must showMMB(G) ≥ TW (G). We will proceed by induction on the number
of vertices of G. For our base case n = 2, our inequality holds trivially. Now assume it
is true for graphs on n − 1 vertices, we will show it is true for graphs on n vertices. Let
G be a graph on n vertices with MMB(G) = k. There exists an ordering π such that
MBπ(G) = k. Let vi = π−1(i) and let A = ΓG(v1). Clearly |A| ≤ k, since Bπ,1(G) =
deg(v1). Consider the graph H formed by connecting pairwise all the vertices in A and
then removing v1 from the graph. DeÞne an ordering π1 of the vertices of H by

π1 = (v2, v3, . . . , vn) (2.2.2.8)

Claim 2.2.26. βπ1,i(H) ⊆ βπ,i+1(G)

Proof. Let vj ∈ βπ1,i(H). So j ≥ i+ 2 and there is a path from vi+1 to vj in H involving
only v2, v3, . . . , vi+1 and vj . (We have to shift our indices since π1 starts at v2.) If all
the edges of this path are in G then we have vj ∈ βπ,i+i(G). Otherwise the path involves
some edge (vk, vl) for 2 ≤ k, j ≤ i + 1, which is in H but not in G. That implies that
vk, vl are both adjacent to v1 in G. So replacing the edge (vk, vl) with the edges (vk, v1)
and (v1, vl) gives a path between vi+1 and vj in G involving only v1, . . . vi+1 and vj . This
implies vj ∈ βπ,i+1(G).

By this claim we know MBπ1(H) ≤ MBπ(G) = k. By our inductive assumption, H
is a partial k-tree.

So let H $ be a k-tree such that H ⊂ H $. Consider again the set A. It is completely
connected in H $. By Lemma 2.2.24 there must be a set of vertices B of size k such that
B is a complete subgraph of H $ and A ⊂ B. Form the graph G$ from H $ by adding back
the vertex v1 and adding edges from v1 to every element of B. By DeÞnition 2.2.15, G

$

is a k-tree. Let e be any edge in G. If e = (v1, vk) then vk ∈ A therefore vk ∈ B and
so (v1, vk) ∈ G$. Otherwise e = (vi, vj) with i, j ,= 1. Then e ∈ H therefore e ∈ H $
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therefore e ∈ G$. We can now conclude that G ⊂ G$. Since G$ is a k-tree, TW (G) ≤ k =
MMB(G).

This result has several consequences. First of all, it shows clearly that partial k-
trees are, in some sense, the class of graphs on which we can compute efficiently. If our
computational power is such that we can handle, say |S|6 operations but not |S|7, then
we are restricting ourselves to the class of 5-trees (with a reasonable number of vertices).
We also see clearly a relationship between construction orders on a k-tree and orderings
of minimax border. Given an arbitrary graph G, one way to Þnd an ordering of minimax
border would be to embed G in a k-tree H with k = TW (G) and then take the reverse
of a construction order on H. Of course, Þnding both TW (G) and such and a k-tree H
such that G ⊂ H are difficult problems. However, we can now see an equivalence between
Þnding k-trees which contain G, Þnding orderings on G with small max border, and Þnding
triangulations of G with a small largest clique.
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2.3 Computing and bounding tree-width

Since the tree-width of a graph is intricately related to the computational complexity of a
variety of methods, we would like to be able to compute it directly. However, computing
the tree-width of an arbitrary graph is a NP-complete problem [3]. So the best we can
hope for is to bound this number.

Much attention has been paid to Þnding upper bounds for the tree-width of a graph.
This is for reasons of simplicity and practicality. Since tree-width can be expressed as
a minimum in at least two different ways, Þnding an upper bound is not too difficult.
Choose any ordering π of the vertices of G, compute the maximum border MBπ(G) and
that is an upper bound for TW (G). Likewise, choosing any triangulation H of G and
Þnding MC(H)− 1 also yields an upper bound for tree-width.

A second reason for the attention paid to upper bounds is that an upper bound for
a particular problem can demonstrate that it is feasible to solve. If the upper bound for
computation is not outlandish, we know that problem is tractable. By contrast, a lower
bound can only tell you that a problem is hopeless, at least by conventional methods. So
it is a somewhat more pessimistic contribution to be able to conÞrm that a problem is
intractable.

For these reasons, relatively little work has been gone on Þnding lower bounds for
TW (G). Trivially, the minimum degree of the graph is a lower bound. A more sophisti-
cated bound, found in [21] is the minimum over all pairs of non-adjacent vertices of the
maximum degree of the two vertices in the pair. Both of these can be easily rendered
worthless on a graph with two non-adjacent vertices of low degree. One less than the size
of the largest clique in G is also a lower bound. However, this too can be quite weak and
it is not terribly efficient to Þnd cliques in a graph anyway. We show that a procedure
called maximum cardinality search can efficiently Þnd a lower bound to TW (G). This
bound always does at least as well as Þnding the largest clique in G and typically beats
the bound in [21].

2.3.1 Maximum Cardinality Search

We now introduce the procedure called maximum cardinality search (MCS). MCS is best
known as a method to test whether a graph is triangulated [29]. The following is a
succinct description of the procedure:

Give number 1 to an arbitrary node. Number the nodes consecutively, choosing as the
next to number an unnumbered node with a maximum number of previously numbered
neighbors. Break ties arbitrarily. [17]

To explain more thoroughly, we start forming a numbering by Þrst assigning the number
1 to an arbitrary vertex. Then given that we have numbered i vertices already, we give
the number i+1 to the unnumbered vertex with the most neighbors in the set of already
numbered vertices, breaking ties arbitrarily. Now deÞne an ordering π which maps each
vertex to its number. We say that π is an ordering generated by maximum cardinality
search, or more concisely, an MCS ordering. We will now give a more formal deÞnition.

Definition 2.3.1. Let G = (V,E) and let T ⊂ V . For v ∈ V , let dT (v) = |{w ∈ T :
(v, w) ∈ E}|.
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Definition 2.3.2. Let G = (V,E) be a graph and let π be an ordering of the vertices.
Let vi = π−1(i) and let Ti = {v1, v2, . . . , vi}. If for all i = 2, 3, . . . , n we have that
dTi−1(vi) ≥ dTi−1(vj) for all j = i+1, i+2, . . . , n then we say π is an MCS ordering on G.

MCS can be used to test whether a graph is triangulated in the following manner. Let
G be a graph and let π1 be an MCS ordering on G. Now let π2 be the reverse of π1.
That is, let π2(v) = n + 1 − π1(v). Then G is triangulated if and only if π2 is a perfect
elimination ordering on G. [29]

There is some inconsistency in the literature as to whether we should number the
vertices in ascending or descending order in the MCS procedure. Some references use the
convention that you start by arbitrarily assigning n to a vertex, then n − 1, etc. This is
motivated by the fact that one heuristic to Þnd an ordering of minimum border is to use
what we call π2 in the previous paragraph. This is suggested in, for example [24], among
other sources. However, we will use the convention of numbering the nodes in ascending
order, as described at the beginning of this section.

2.3.2 Main Result

The main result in this section is that MCS also gives a lower bound on the tree-width of
a graph in the following manner.

Theorem 2.3.3. Let G = (VG, EG) be a graph on n vertices. Let π = (v1, v2, . . . , vn) be
an MCS ordering on G. Then TW (G) ≥ deg(vn).

This is our main theorem and the proof will follow shortly. First we show the following
corollary is an immediate consequence of Theorem 2.3.3.

Corollary 2.3.4. Let G be a graph and let π = (v1, v2, . . . , vn) be an MCS ordering on
G. Let Ti = {v1, v2, . . . , vi}. Then TW (G) ≥ maxi dTi−1(vi).

Proof. Let k = maxi dTi−1(vi) and j = argmaxi dTi−1(vi). Let H be the subgraph of G
generated by the set of vertices Tj . The ordering v1, v2, . . . , vj is an MCS ordering for H,
and in the graph H, the vertex vi has degree k. So by Theorem 2.3.3, TW (H) ≥ k which
implies TW (G) ≥ k.

Before proceeding to the proof of Theorem 2.3.3 we prove a necessary lemma.

Lemma 2.3.5. Let G = (V,E) be a graph with |V | = n. Suppose we have a partition of
the set V into three disjoint sets X ∪ Y ∪ S = V such that for any x ∈ X and y ∈ Y , S is
an x, y-separator. Let π be an ordering of the vertices generated by maximum cardinality
search and let wi = π

−1(i). Let Ti = {w1, w2, . . . , wi} for i = 1, 2, . . . , n. Then:

|Ti ∩ S| ≥ min{ max
v∈X−Ti

dTi(v), max
v∈Y−Ti

dTi(v)} (2.3.2.1)

Proof. We will prove the lemma by induction on i. Consider Þrst the base case i = 1.
In order for the right hand side of our inequality to be 1, w1 must be adjacent to both a
vertex in X and a vertex in Y . Clearly, such a vertex must be in S which means the left
hand side is also 1. Otherwise the right hand side is 0 and the inequality holds trivially.

We will now assume the inequality holds for i and prove that it must be true for i+1.
So assume that Equation 2.3.2.1 holds for i and recall that Ti+1 = Ti ∪ {wi+1}. We will
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examine how the two sides of the inequality change as we go form i to i + 1 under two
cases.

Case 1: wi+1 ∈ S. Then the LHS increases by 1, and the RHS increases by at most 1.
That is, maxv∈X−Ti dTi+1(v) ≤ maxv∈X−Ti(dTi(v) + 1). So the inequality still holds.

Case 2: wi+1 /∈ S. So wi+1 cannot border both a vertex in X and a vertex in Y .
WLOG assume wi+1 ∈ X . This means that dTi(wi+1) ≥ dTi(v) for all v ∈ V − Ti. So we
have:

max
v∈X−Ti

dTi(v) ≥ max
v∈Y−Ti

dTi(v) (2.3.2.2)

Since wi+1 ∈ X (or more precisely, wi+1 ∈ X − Ti), we know that:

max
v∈Y−Ti

dTi(v) = max
v∈Y−Ti+1

dTi+1(v) (2.3.2.3)

Since the RHS of 2.3.2.1 is the min of two items, the smaller of which does not increase
as we go from i to i+ 1, we can conclude that the RHS does not increase as we go from i
to i+ 1.

We are now ready to prove our main result.

Proof of Theorem 2.3.3. Let k = deg(vn). This will be a proof by contradiction. We
assume TW (G) ≤ k − 1 and go on to show that this is inconsistent with an ordering π
that ends in vn. SpeciÞcally, we will work for a long time to isolate a particular vertex
v∗ and a set of vertices D which separates v∗ from the previously numbered vertex in
our maximum cardinality search. We use Lemma 2.3.5 to indicate that certain vertices
in D must have already been numbered. We then derive a contradiction by showing that
when another vertex, which we call z, is numbered according to the ordering π, it in fact
has fewer numbered neighbors than vn, contradicting our assumption that π is an MCS
ordering.

Let w1, w2, . . . , wk be the k neighbors of vn labeled such that l < m ⇒ wl <π wm. If
TW (G) ≤ k− 1, then there exists a (k− 1)-tree H = (VG, EH) such that EG ⊆ EH . Let i
be the lowest index such that {wi+1, wi+2, . . . , wk, vn} form a clique in H. A (k − 1)-tree
cannot contain a (k + 1)-clique, so we know that i ≥ 1 and {wk, vn} form a clique of size
2 so i ≤ k − 1. Therefore i exists and 1 ≤ i ≤ k − 1. By the deÞnition of i we know that
wi is not adjacent to all of {wi+1, wi+2, . . . , wk} (it is adjacent to vn of course). So let j
be the smallest index in i+ 1, . . . , k such that (wi, wj) /∈ EH .

We will now deÞne the following sets:

1. C1 = {wi+1, wi+2, . . . , wj−1}
2. C2 = {wl : j ≤ l ≤ k, (wi, wl) /∈ EH}
3. C3 = {wl : j ≤ l ≤ k, (wi, wl) ∈ EH}

Note the following straightforward properties of these sets:

1. C1 ∩ C2 = C1 ∩ C3 = C2 ∩ C3 = ∅
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Figure 2.2: Lines demonstrate edges that must exist in H

2. |C1 ∪C2 ∪ C3| = k − i
3. v ∈ C1 ∪ C2 ∪ C3 ⇒ v >π wi

4. v ∈ C1 ∪ C3 ⇒ (wi, v) ∈ EH
5. v ∈ C2 ⇒ (wi, v) /∈ EH
6. wj ∈ C2

7. C1 ∪ C2 ∪ C3 ∪ {vn} form a clique in H.

Since (wi, wj) /∈ EH , by the separation property, we know that there exists a set of
vertices S which form a (k− 1)-clique in H, such that any path from wi to wj in H must
pass through a vertex in S. Choose such a set S. It is easy to see that {vn}∪C1 ∪C3 ⊆ S
since all of those vertices are adjacent to both wi and wj in H. Let S1 = C1 ∪ C3 ∪ {vn},
S2 = S − S1 and let c2 = |C2|. So |S1| = k − i + 1 − c2. See Figure 2.2 for a schematic
drawing of these various sets.

Now let α be a construction order on H which starts with the clique S as its basis. By
Lemma 2.2.19, such an ordering exists. Let v∗ be the last element of C2 with respect to
the ordering α. In other words, for all v ∈ C2, v ,= v∗ we have that v <α v∗. Since vj ∈ C2

and vj is not in the basis for the construction order α, we know that v
∗ is not in the basis

of α. So let D = the (k− 1) clique that v∗ is adjoined to when H is constructed using the
construction order α.

Claim 2.3.6. D is a wi, v
∗-separator.

Proof. We know S is a wi, v
∗-separator. This is true because S is a wi-wj separator and

wj and v
∗ are either the same vertex or are adjacent to one another in H. So consider

any path from wi to v
∗. It uses some vertex in S. If that vertex is also in D then clearly

the path goes through D. Otherwise, since S is our basis in the construction order α, any
path from a vertex in S −D to v∗ must go through D. So any path from wi to v

∗ must
go through D.
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Figure 2.3: Lines demonstrate edges that must exist in H

Now let D1 = S1 ∪ (C2 − {v∗}). Clearly D1 ⊂ D since v ∈ D1 ⇒ (v, v∗) ∈ EH and
v <α v

∗. Note that |D1| = k − i. Let D2 = D −D1, we have |D2| = i− 1. See Figure 2.3
for another schematic drawing.

Let T1 be the set of vertices numbered before wi. Since {w1, . . . , wi−1} ⊂ T1 and are
all neighbors of vn, we know dT1(vn) = i − 1. Since wi is numbered next, it must have
at least as many �numbered neighbors� as vn. Therefore dT1(wi) ≥ i − 1. If the set D
were removed from H, the resulting graph would be disconnected. Let Z be the connected
component containing v∗ in this disconnected graph. Let Z1 = Z − T1, so Z1 is the set of
vertices in Z numbered after wi. We know v

∗, wj ∈ Z1 since they are both in C2 and are
therefore numbered after wi (recall that it is possible that v

∗ = wj). Clearly for any vertex
v ∈ Z1, dT1(v) ≤ dT1(wi). Let m = maxv∈Z1 dT1(v). By Lemma 2.3.5, (with D separating
Z from V − {Z ∪D}) we know at least m vertices of D must already be numbered. Let
D2 = D−D1. Since |D| = k−1,|D1| = k− i, and D1 ⊆ D, we know that |D2| = i−1. Let
N = T1 ∩D, this is the set of vertices in D which are numbered before wi. So |N | ≥ m.
Furthermore, N ⊆ D2 since v ∈ D1 ⇒ wi <π v. In other words, T1 ∩D1 = ∅. So we can
conclude that m ≤ |N | ≤ |D2| = i− 1.

Let T2 = T1 ∪ {wi}. This corresponds to the set of numbered vertices immediately
after wi is numbered. For all v ∈ Z1 we know that (v,wi) /∈ EH which of course implies
that (v, wi) /∈ EG. So

max
v∈Z1

dT2(v) = max
v∈Z1

dT1(v) = m ≤ i− 1 (2.3.2.4)

Meanwhile,

dT2(vn) = i (2.3.2.5)

Now let z be the Þrst vertex in Z1 − T2 to be numbered. So for all v ∈ Z1, v ,= z we
have z <π v. Let T3 be the set of vertices numbered before z, i.e. T3 = {v ∈ V : v <π z}.
By the assumption of the theorem, vn comes last in the ordering, so we know vn /∈ T3.
Since z ∈ Z1, by ( 2.3.2.4) we know

dT2(z) ≤ m (2.3.2.6)
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We have nearly obtained our contradiction. Since z is numbered (and not vn) at the
point when T3 is the set of numbered vertices we know:

dT3(z) ≥ dT3(vn) = dT2(vn) + dT3−T2(vn) = i+ dT3−T2(vn) (2.3.2.7)

So we must have

dT3(z) ≥ i+ dT3−T2(vn) (2.3.2.8)

Clearly dT3(z) = dT2(z) + dT3−T2(z) and we know that dT2(z) ≤ m. So substituting
this into our previous inequality we get:

dT2(z) + dT3−T2(z) ≥ i+ dT3−T2(vn)

dT3−T2(z) ≥ i− dT2(z) + dT3−T2(vn)

and Þnally

dT3−T2(z) ≥ i−m+ dT3−T2(vn) (2.3.2.9)

We will obtain a contradiction of Equation 2.3.2.9 by showing that:

dT3−T2(z) ≤ i− 1−m+ dT3−T2(vn) (2.3.2.10)

Since we chose z to be the Þrst element of Z1 to be numbered after wi, it is clear that
(T3 − T2) ∩ Z1 = ∅. Also we know that any vertex which borders z is either in Z or D.
Therefore,

dT3−T2(z) = d(T3−T2)∩D(z) = d(T3−T2)∩D1
(z) + d(T3−T2)∩D2

(z) (2.3.2.11)

We know that |D2| = i− 1 and |T2 ∩D2| = m. So we can assert that

d(T3−T2)∩D2
(z) ≤ i− 1−m (2.3.2.12)

Furthermore, since (vn, v) ∈ EG for all v ∈ D1 we know

d(T3−T2)∩D1
(z) ≤ d(T3−T2)∩D1

(vn) (2.3.2.13)

So we have that dT3−T2(z) ≤ i− 1−m+ dT3−T2(vn), which contradicts ( 2.3.2.9) and
proves the theorem.
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Figure 2.4: A graph

2.4 The MCS lower bound

By our result, any MCS ordering gives us a series of bounds. Choosing the best of these
bounds yields the following deÞnition:

Definition 2.4.1. Let the MCS lower bound for a graph G and an MCS ordering π on
G be given by:

MCSLBπ(G) = max
i
dTi−1(vi)

In this way we get a bound for each MCS ordering. Recall that there are many arbitrary
choices made in the course of the MCS procedure, and therefore there are many possible
MCS orderings. It is generally not feasible to examine all possible MCS orderings, but it
is not unreasonable to Þnd a few and see the bounds that arise.

Consider the graph shown in Figure 2.4. There are 16 nodes, many edges, and it is
certainly not apparent what the tree width of the graph is. We look for an ordering with
a low maximum border and come up with

π1 = (d, c, g, f, q, n, p, l, a, k, j, b, e, i, h,m)

This ordering has a maximum border of 4 meaning our basic computations will take time
O(16|S|5) using the generalized DP method. Equivalently, if we use this ordering to
generate a triangulated graph H (by computing the Þll-in), then H will have a 5-clique,
giving the same computational complexity. Either way, it is a huge improvement over
brute force.

Still we may wonder if we can do better. Maybe there is an ordering with a maximum
border of 3 or less, enabling us to reduce our computations further. The bound given in
[21] tells us that the tree-width of our graph is greater than or equal to 2, since vertices d
and q are non-adjacent vertices, each of degree 2, giving us a lower bound of 2 for TW (G).
Looking for large cliques in the graph, we Þnd many 3-cliques, but no 4-cliques, again
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telling us that we must incur a border of size 2. But we still don�t know if it is possible
to Þnd an ordering with a maximum border of exactly 2 or 3, rather than 4.

It is here that the lower bound provided by maximum cardinality search proves useful.
Using our result, we know that when you run maximum cardinality search on a graph,
the �maximum number of previously numbered neighbors� of an unnumbered vertex is a
lower bound for the tree-width of a graph. If at some point in a maximum cardinality
search on a graph G, we number a vertex with m previously numbered neighbors, this
means that the tree-width of the graph is greater than or equal to m.

We illustrate this bound on our example graph. We arbitrarily number node a Þrst.
Now we must next number an unnumbered vertex with a maximum number of neighbors
in the set {a}. In other words, we must choose a neighbor of a so our choices are b, l, k.
Arbitrarily we choose b. Next we must choose an (unnumbered) vertex with as many
neighbors as possible in the set {a, b}. Since no vertex borders them both, we can choose
any neighbor of either a or b; arbitrarily, we choose c. Suppose, continuing in this fashion,
we choose d and then f , so the current set of of numbered vertices is {a, b, c, d, f}. Now
nodes g and e each have two neighbors in this set, while no other (unnumbered) vertex
has more than one. So g or e must be numbered next. Furthermore, the existence of an
unnumbered vertex with 2 numbered neighbors tells us that the tree-width of our graph
must be greater than or equal to 2. As we proceed through the maximum cardinality
search, this bound may improve. Indeed, suppose we choose e followed g, i, j, and h. These
choices all conform to the maximum cardinality search. Now node k has 3 neighbors in
the set {a, b, c, d, f, e, g, i, j, h}, so we can assert that the tree width of our graph is greater
than or equal to three. If we continue by choosing k, l,m, and n, we see that now vertex
p has 4 neighbors in the set {a, b, c, d, f, e, g, i, j, h, k, l,m, n} which proves that the tree-
width of this graph must be at least 4. This means that any ordering of the vertices must
incur a border of size at least 4, or equivalently any triangulation must have a clique of
size 5. Since we already have an ordering with maximum border 4, we now know it is
useless to try to Þnd a better ordering or triangulation. We have managed to calculate
that the tree width of our graph is exactly 4.

2.4.1 Properties of the MCS Lower Bound

Of course, our bound is not tight in every case and in fact has some severe limitations.
Most glaringly, any MCS lower bound is bounded above by the vertex of highest degree.
So in the case of an n×n lattice, we can�t possibly get a lower bound better than 4 (in fact,
we always get 2) when the true tree-width is n. So the bound can be arbitrarily weak. On
the bright side, the bound always does at least as well as Þnding the largest clique in G.
This is apparent when you consider that the last of the m nodes in an m-clique will have
at least m− 1 numbered neighbors when it gets numbered. Moreover, as our example has
shown, there are non-trivial cases where this bound is tight and informative.

2.5 Improving the Bound

This bound can also be improved in a couple of different ways. The Þrst is by using
heuristics in our arbitrary choices. Since different orderings can yield different bounds, we
would like to iterate MCS in a fashion that gives us the highest possible lower bounds.
This means using a heuristic in our arbitrary choices. Perhaps the Þrst heuristic that
comes to mind is: given a number of possible vertices to choose from, choose the one with
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Figure 2.5: An example of edge contraction.
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Figure 2.6: Edge contraction of the corners of a lattice

the lowest degree. This gives the higher degree vertices a chance to �accumulate� more
neighbors before they are chosen, possibly resulting in a higher bound.

2.5.1 Edge Contraction

Another way to improve the bound is by the use of edge contraction. Contracting an edge
e = (v,w) on G means to make a new graph G$ where v and w are identiÞed as the same
vertex (see Figure 2.5). In other words, we combine v and w into one vertex, whose set of
neighbors is the union of the neighbors of v and the neighbors of w. To put it precisely,
consider this deÞnition where the vertex w is combined into v. We let:

VG" = VG − {w}

(a, b) ∈ EG" if (a, b) ∈ EG for a, b ,= v, w
(v, b) ∈ EG" if either (v, b) ∈ EG or (w, b) ∈ EG

There are two properties of edge contraction which make it particularly useful in
conjuction with the MCS lower bound. First of all, if G$ is an edge contraction of G, then
TW (G$) ≤ TW (G). The second is that G$ may have vertices of higher degree than G,
since the combined vertex accumulates more neighbors.

A clear example of how this may help is illustrated by a simple lattice. It turns out
that any MCS ordering on a lattice will have a corner vertex as the last vertex, and have
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an MCSLB of exactly 2. So the MCSLB will be just 2 for any MCS ordering on this graph.
However, if we consider the graph formed by contracting one edge coming off each of the 4
corner vertices, we see that the resulting graph has minimum degree 3 which implies that
the MCSLB for any ordering will now be at least 3. This is illustrated in Figure 2.6.

So one can imagine strategies where an MCS ordering is chosen on a graph, the corre-
sponding lower bound is computed and then an edge is contracted to form a new graph.
We can iterate this procedure repeatedly until we have reduced to graph to a single node
and keep track of the best bound achieved. One question is: Which edge do we contract?
Intuition from the lattice example suggests that the edge we contract should involve the
last node in the MCS ordering. So we can arbitrarily choose a neighbor of that node, or
use one of several heuristics. Since we know that the MCS lower bound does at least as
well as the minimum degree of the graph, this may suggest choosing the neigbor of lowest
degree. Note that in general, creating a single node of high degree does not improve the
MCS lower bound, as that node will typically be chosen early. It is more important to
have many nodes of relatively high degree.
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2.5.2 Empirical results

In this section we put forth an algorithm which combines the MCS lower bound with
selective edge contraction to provide an improved procedure to lower bound the tree-
width of a graph. We also show results of this procedure applied to various classes of
graphs. These include lattices, graphs arising from low density parity check codes, and
graphs used in other practical examples such as medical networks.

First we present the exact implementation of the algorithm:

1. Randomly choose a starting node v.

2. Perform MCS on your graph G starting with the vertex v. In breaking ties, choose
a vertex of lowest degree. In case of a tie for the vertex of lowest degree, randomly
choose among the vertices of lowest degree.

3. Let w1 be the last vertex chosen by MCS. Choose w2 randomly among the neighbors
of w1 of minimum degree.

4. Contract the edge (w1, w2).

5. Iterate steps 2 through 4 until the graph is reduced to a single vertex.

6. Report the highest bound achieved at any point along this process.

It is not difficult to do a rudimentary analysis of the complexity of this algorithm.
First node that we start with a graph on n nodes and gradually contract it down to a
single node. For each graph in this process, we run one iteration of MCS. To do a single
MCS iteration on a graph with m nodes, we maintain a list the unnumbered vertices
with the best �score� (i.e. with the most numbered neighbors, breaking ties by smallest
degree) and then randomly choose from this list. So the single MCS iteration takes O(m2)
operations on a graph with m nodes. Choosing the edge to contract takes an additional
O(m) operations, which can be ignored. Since we iterate MCS n times, each of which
costs no more than O(n2) operations, our overall complexity for this algorithm is O(n3).
In practice, running this algorithm in uncompiled MATLAB on a graph of 500 nodes takes
about 5 minutes.

Lattices

Since the inspiration for the edge-contraction came from analyzing MCS on lattices, this
is the Þrst class of graphs we consider. The advantage to considering this group of graphs
is that we know the answer exactly: an n × n lattice has tree-width exactly n. However,
it also represents a situation where we can expect poor performance from this algorithm.
When we begin, we have many vertices, all of degree ≤ 4. Furthermore, we know that
even after edge contraction we will not create any large cliques in our graph. Since MCS
always does at least as well as Þnding the largest clique in the graph, if edge contraction
yields a large clique, then MCS would do at least that well. However, since the lattice is
a planar graph, we know it contains no K5 minor (where K5 is the complete graph on 5
vertices). In other words, edge contraction could not possibly yield a clique of size larger
than 4. We consider both square lattices and triangular lattices. Examples of both are
given in Figure 2.7. Both have actual tree-width of n for an n × n lattice, although we
would expect our bounds to be better on the triangular lattice since it has more edges.
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Figure 2.7: Examples of square and triangular lattices for n=4

The following is a table of our results. Recall that there are random choices involved
in our algorithm, therefore the lower bounds given here are the best lower bound achieved
in 5 trials.

Lattice width Sq. lattice LB Tri. Lattice LB

10 5 5
15 5 5
20 5 5
25 5 6

Here we see the results on both square and triangular lattices for various widths n.
This clearly demonstrates the weakness of the MCS lower bound. Even with our edge
contraction procedure, the bounds barely increase even as we increase the width of the
lattice a great deal. However, as stated previously, these graphs represent the worst
case of this procedure. On a positive note, these results show that our lower bounding
technique is doing something more than just detecting large clique minors. None of the
edge contractions has any clique bigger than 4, yet we get bounds of 5 and 6 for these
graphs.

2.5.3 Low Density Parity Check code graphs

Recently in the coding theory community, much attention has been paid to Low Density
Parity Check (LDPC) code graphs. It has been known since their introduction in 1963
[11] that these codes can theoretically approach the Shannon limit. However, until the
recent development of so-called �loopy� belief propagation techniques for decoding, there
was no hope of any efficient practical scheme for decoding.

Exact maximum likelihood coding can be viewed as an inference problem on a Markov
random Þeld. For a LDPC code, the associated Markov Random Þeld can be described in
the following way. Let n be the block length of the code, and m be the number of parity
checks. So the rate of the code is R = 1 − m

n . Let k be the number of bits involved in
each parity check. Equivalently, this is the number of �1�s in each row of the parity-check
matrix. Let 1, 2, . . . , n be the n bits in the codeword that is sent over the channel and let
C1, . . . , Cm be the subset of bits involved in each of the m parity checks. Then G = (V,E)
is the associated Markov random Þeld for this problem where:
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Figure 2.8: An MRF for a LDPC code with n=10, m=5, k=3

V = {Xi : i = 1, . . . , n} ∪ {Yi : i = 1, . . . , n}
(Xi, Yi) ∈ E for i = 1, . . . , n

(Xi, Xj) ∈ E if there exists q such that i, j ∈ Cq

The Xi represent the bits sent and the Yi the bits received. So the Yi are a corrupted
version of the Xi, which is why Xi is adjacent to Yi. We assume a �memoryless� channel,
so the Yi are conditionally independent of each other given the Xi. Additionally, the bits
involved in any parity check must form a clique, which leads to the last condition. An
example for n = 10,m = 5, k = 3 is shown in Figure 2.8. In this Þgure the parity checks
(cliques) Cq are {1, 3, 5}, {1, 2, 6}, {2, 4, 9}, {3, 8, 10}, {6, 7, 9}.

Exact decoding of these codes involves computing either the most likely conÞguration
(to minimize the word-error rate) or the maximum of the marginal distributions on each
individual bit (to minimize the bit-error rate). In either case, we know that the complexity
of these problems is O(n|S|TW (G)+1). Since the nodes represent bits, |S| = 2.

We used our procedure to lower bound graphs of this type for various values of n,m, k.
We considered graphs formed by a random choice of the parity checks. In other words, Cj
was a random subset of size k from 1, . . . , n. The results are in the following table.

n m k TW Lower bound

100 50 6 18
200 100 6 23
300 150 6 27
500 250 6 35
1000 500 6 48
250 125 8 38
500 250 8 53
1000 500 8 71

So from these results we can see, for example, that to perform exact coding on our
randomly chosen LDPC graph with n = 500, m = 250, k = 8 would require at least
253 ≈ 9 × 1015 operations, and possibly much more since these are only lower bounds for
tree-width. Furthermore, we would expect the tree-width of these graphs to grow linearly
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with n (for a given rate R and density k), though this has not been proven. Our lower
bound seems to exhibit the linear growth as well. This is some evidence that our bound
may be performing reasonably well for this class of graphs.

Specific Graphs from Expert Systems

We obtained 5 graphs that arise from various applications and tested the results of our
lower bound. CYC is a subset of a Þrst order logic knowledge base pertaining to spatial
relationships. [18] The CPCS graphs come from Bayesian networks related to medical
diagnosis. [20] The HPKB graphs are from the High-powered Knowledge Bases project by
SRI International related to world politics and affairs. [8]

The exact tree-widths for these graphs are not known, but we list the best known upper
bounds. These upper bounds were obtained using the min-degree heuristic [27] [15] which
Þnds an ordering by iterating the process of choosing a node of lowest degree, forming a
clique from the neighbors of that node, and removing that node from the graph. These
upper bounds were reported in [1].

Graph Nodes Edges TW Upper Bound TW Lower Bound

CYC1 142 169 13 9
CPCS1 360 1036 20 18
CPCS2 421 1704 23 21
HPKB1 446 2637 36 20
HPKB2 570 3840 40 22

These results show both the power and the limitations of our lower bound algorithm.
Combined with a simple heuristic for an upper bound, we are able to determine a narrow
range for the tree-widths of the CYC and CPCS graphs. For the HPKB graphs, the upper
and lower bounds are farther apart, showing a weakness in either the upper or lower
bounding process (or both).
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2.6 Conclusions

We have demonstrated equivalent notions of the tree-width of a graph and related these
equivalences to the computational equivalence of various methods of inference on graphical
models. We then proved a theroem that the maximum cardinality search procedure can
be used to get a lower bound on the tree-width of a graph. We gave simple examples to
show that this bound can be quite good or quite weak. We then suggested an algorithm
which combines maximum cardinality search with edge contraction and wise heuristics to
improve the lower bound. This algorithm was implemented and run on lattices, LDPC
graphs, and several speciÞc graphs from expert systems. The bounds on the lattices were
quite weak, but on graphs used in practice, the bound seemed to perform well. In a
couple of cases, the lower bound was within 2 of known upper bounds to the tree-width of
the graph. This suggests that practioners of inference on graphical models may Þnd this
bound to be a useful tool.
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3.1 Introduction

The previous chapter dealt with issues of complexity that arise from Markov Random
Þelds. We saw the limitations of computing on graphs using standard Dynamic Program-
ming techniques and other equivalent methods. These methods are feasible as long as
the tree-width of the underlying graph and the state space at each node is not too large.
Precisely, the computational time required is O(n|S|k+1), where n is the number of nodes,
S is the state space at each node, and k is the tree-width of the underlying graph. In
practical applications, the linear dependence on n is rarely a problem, but a large k ren-
ders many problems infeasible, as we saw in the previous chapter. Even if k = 1 a huge
state space can cause |S|2 to be computationally intractable. This is the case with many
of the speech recognition systems based on Hidden Markov Models.

Coarse-To-Fine Dynamic Programming (CFDP) is a variation on DP that can be used
in various kinds of optimization problems [22]. SpeciÞcally, it is applicable to Þnding the
most likely conÞguration on a Markov random Þeld, and has also been used to numerically
solve some calculus of variations problems. In the MRF setting, the idea is that when the
state space is large, rather than examine each state individually, we group the states into
large groups called superstates. We then deÞne a new MRF using efficiently computable
upper bounds for the values of the clique functions across the various state combinations
in our superstates. By using standard DP, we Þnd the most likely superstate conÞguration
on this new MRF, and since the state space is small, it will run efficiently. We then use
the result of this DP step to make a more �reÞned� graph. That is, we break some of
the superstates into smaller groups and iterate DP again. The surprising fact is that
this can be done in a way so that we Þnd the exact most likely conÞguration. The catch
is that the speed of CFDP depends on the structure of the grouping and the nature of
the problem. In the best case, CFDP yields a large computational savings over standard
DP; in the worst case, it will actually be slower. Furthermore, to implement CFDP, we
must be able to efficiently compute a maximum of the clique functions over a subset of
states. CFDP has been effectively used in problems from image processing [23], calculus
of variations [22], and algebraic coding theory [16].

3.2 Explanation of the method

Before giving a rigorous deÞnition of CFDP, we will demonstrate its use on a simple
example. In Figure 3.1 we are given a Markov random Þeld with respect to a simple chain
graph. Below it, we have a trellis where each column of nodes represents the different state
possibilites for the random variables in the Markov random Þeld. As usual, we assume,
for the sake of simplicity, that all 5 variables X1, X2, . . . , X5 take values in the same set
S. We have a probability function P deÞned on X̄ = (X1,X2,X3, X4, X5). We want to
Þnd the most likely conÞguration of this Markov random Þeld, that is to Þnd:

x̄$ = argmax
x̄∈S5

P (x̄) (3.2.3.1)

One canonical problem that is solved by dynamic programming is to Þnd the �maxi-
mum path� across a trellis. Suppose we are given a trellis such as the one in Figure 3.1
and each of the edges is given a certain value. Using DP, we can efficiently Þnd the path
from the leftmost column to the rightmost column which maximizes the sum of the edge
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Figure 3.1: A MRF with respect to a chain graph and the associated trellis.

values. It turns out that this is equivalent to Þnding the most likely conÞguration of the
MRF. We will now show this explicity.

Using elementary probability and our MRF property, we can write the following:

P (X1,X2,X3,X4,X5) = P (X1)P (X2|X1)P (X3|X2)P (X4|X3)P (X5|X4)

If we let:

g1(x1, x2) = P (x1)P (x2|x1)

g2(x2, x3) = P (x3|x2)

g3(x3, x4) = P (x4|x3)

g4(x4, x5) = P (x5|x4)

and

fi(xi, xi+1) = log gi(xi, xi+1) for i = 1, 2, 3, 4
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we can write:

x̄$ = argmax
x̄∈S5

P (x̄)

= argmax
x̄∈S5

logP (x̄)

= argmax
x̄∈S5

log

4!
i=1

gi(xi, xi+1)

= argmax
x̄∈S5

4#
i=1

log gi(xi, xi+1)

= argmax
x̄∈S5

4#
i=1

fi(xi, xi+1)

So if we label the edge from node j in column i to node k in column i + 1 with the
value fi(j, k) then the maximum path corresponds to the most likely conÞguration under
the distribution P .

Solving this problem is a straightforward application of standard DP. For each node
in the second column, we consider every node in the Þrst column. At every node in the
second column, we store the node in the Þrst column which gives the best path to the
second column, and the value of the path to that point. We then move to the third column,
and for each node there, consider which node in the second column leads to the best path.
Given the second column, the best choice for the third column is independent of the Þrst
column so we need not look back further. We continue this process until we complete
the last column. At this point we examine every node in the last column to see which
ending point gives the highest value. We then backtrack from that node using our stored
information to Þnd the path which led to this highest value. The number of operations
this requires is (n− 1)S2.

Suppose, however, that for any pair of groups of nodes in neighboring columns, we
could quickly get the value of the edge of highest value between any two nodes in the two
groups. In other words, in our problem we can Þnd:

max
j∈S1⊂S;k∈S2⊂S

fi(j, k) (3.2.3.2)

without having to actually examine every single one of the |S1| × |S2| possibilities. We
could then use the following procedure to Þnd the maximum path across the trellis. First,
we split the nodes in each column into two groups called �superstates�. We then put
edges between these superstates and label them with the maximum value of all of the
edges connecting any of the nodes contained in the superstates. We then iterate standard
DP on this superstate graph, to Þnd the best path across this �optimistic� graph. The
value of a path in this superstate trellis is just an upper bound on the value of any single
node path through nodes contained in those superstates. So the best path through the
superstate trellis is just the region of the original trellis with the best upper bound, using
the overestimates deÞned by the current superstate trellis. We then �reÞne� along this
best path. That is, the superstates that were on this �best� path are divided into two
smaller superstates. Now a new graph is formed where each column has 3 superstates
instead of 2. We repeat this process of Þnding paths and reÞning until we Þnd a path
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which is composed entirely of single nodes (once a superstate is divided into single nodes
it is divided no further). At that point we have found the best path through the entire
original graph, since the value of our single node path is higher than upper bounds for all
other possible paths. This process is illustrated in Figure 3.2.

Although we are guaranteed to Þnd the best path through the graph eventually, we
have no guarantee in general that we will save time in this process. For example, if the
entire graph must be divided into individual nodes before the algorithm terminates, we
have spent a great deal of time just to perform standard DP on the original graph as
our Þnal step. However, if large chunks of the trellis remain unreÞned, we will save time.
This is because we avoid examining every possibility in those sections of the trellis. In
the best case, we never choose a path of superstates that does not contain the true best
path. In that case, we would iterate standard DP (logS) times and the most expensive of
these iterations would take (n− 1)(logS)2 operations. So our computational time will be
O(n(logS)3) which is considerably less than nS2. In the worst case, we iterate DP O(S)
times, the most expensive of which costs nS2, giving a time complexity which is O(nS3),
which is clearly worse than nS2.
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Figure 3.2: Four trellises in various stages of the CFDP process. Dotted edges represent
edges with a value of 0.
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3.3 Continuous Framework

We would like to know when CFDP will save time over standard DP. From a theoretical
perspective, we would like to have sufficient conditions, which if met, would ensure a
speciÞc time complexity for CFDP which is signiÞcantly less than the time complexity of
standard DP for the same problem. Such a theoretical result would yield insight on the
types of problems for which CFDP would be a practical method.

The key to the efficiency of CFDP is that the coarse graph must reveal something
about the true best path across the trellis. CFDP will save time if there are large areas
of the trellis which remain at a coarse resolution. So rather than explore each and every
one of these �bad� possibilities, CFDP is able to dismiss them all very quickly. However,
CFDP can easily be fooled into searching and resolving an area of the trellis which has,
in fact, no good path. Consider using CFDP on the trellis in Figure 3.2(a). On the Þrst
iteration it chooses the path across the top half of the trellis, since the optimistic estimate
is higher there, as illustrated in part (b) of the Þgure. The value of the top path in the
coarse graph is 200. After it reÞnes along that top path we have the trellis shown in
part(c). We Þnd that the two 100 value edges do not actually connect, and the price to
switch one of them turns out to be quite large. After part (c) we choose the bottommost
path across the trellis, and reÞne those superstates so that in part (d) we are back to our
original trellis conÞguration, having completely reÞned all our superstates.

This example is trivial in the sense that we only have 4 nodes in each column and
could not expect CFDP to yield much of a savings to begin with. However, it highlights a
situation where CFDP may run into trouble. We might expect CFDP to perform better
if the nodes that were grouped together were similar in some sense. To be more precise,
suppose there were some notion of �distance� between nodes and that edges between
nearby nodes were close in value. Examining again the situation in Figure 3.2 we see that
a problem arises because two edges from the same nodes to �nearby� nodes (that is, nodes
that are grouped together as long as possible) have drastically different values, namely 100
and 0. Thus we have no guarantee that the result at the coarse resolution has anything
to do with the true best path. However, if we knew, for example, that the edge values
could not differ very much between �nearby edges� (i.e. edges connecting �nearby� nodes)
we could be sure that there is a true path somewhat close in value to the �optimistic�
estimate.

This is all very intuitive and informal. To make this into a mathematically precise
framework, we consider a continuous analog to our generally discrete framework. To
begin we choose a maximum resolution R = 2p for some positive integer p. As R gets
bigger, we are more closely approximating the true continuous problem. We choose R as a
dyadic number since we are using a binary splitting rule (i.e. we divide our superstates in
half). In this setting, our discrete columns of nodes are represented by the interval [0, 1],
individual nodes, correspond to intervals of some minimum length l = 1

R and superstates
are represented by intervals of a longer length. The edge values between nodes and/or
superstates correspond to the maximum of a function f over the intervals. In this way,
we have a natural notion of distance between nodes. Furthermore, by putting conditions
on our function f we can ensure that if two pairs of nodes are �near� to each other then
the edges connecting those pairs of nodes will also be close in value. This setting enables
us to make precise statements about the run time of CFDP under certain conditions of
the function f . Continuing the correspondence, paths of superstates will correspond to
�rectangles� in [0, 1]n, while paths of single states will be rectangles of minimum length.
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This will be made precise shortly.
In this paper, we will concern ourselves with how the CFDP run time grows with R.

The results are of an asymptotic nature (for R �big enough�). For this reason, we will
take n to be a constant of the problem and ignore the dependence of the run time on n.
This is reasonable since the issue of large state space or tree width is typically the more
important computational issue than the number of nodes in the graph.

3.3.1 Definitions and Notation

We state precisely many deÞnitions that will be required to perform this mathematical
analysis. It is useful to keep in mind the correspondences stated in the previous paragraph.
For the time being we will restrict ourselves to only simple chain graphs. Later in the paper
we will extend these results to general graph structures. This section is very technical,
yet this is necessary to create a mathematical framework under which precise statements
can be proven.

Most of the mathematics in this paper will take place on the space [0, 1]n. In general
we will use lowercase letters with a bar over them, such as x̄ to refer to points in [0, 1]n.
So x̄ = (x1, x2, . . . xn). An uppercase letter with a bar over it, such as Ī will refer to
a �rectangle� in [0, 1]n. For example, Ī = (I1, I2, . . . , In) where Ij = [aj, bj], a closed
interval in [0, 1]. The n dimensions of our space may be referred to as coordinates, and
will usually be indexed by the letter j.

Proceeding with the continuous formalism, we specify a function f

f : [0, 1]n −→ IR (3.3.3.1)

We assume this function respects our chain graph structure. That is, we assume

f(x̄) = f1(x1, x2) + f2(x2, x3) + . . .+ fn−1(xn−1, xn) (3.3.3.2)

where the fj are functions from [0, 1]× [0, 1] −→ IR.
With some abuse of notation, we can extend the functions f, fj to accept rectangles

in the following way. First let

fj(Ij , Ij+1) = sup
xj∈Ij ;xj+1∈Ij+1

fj(xj , xj+1) (3.3.3.3)

Then

f(Ī) = f1(I1, I2) + f2(I2, I3) + . . .+ fn−1(In−1, In) (3.3.3.4)

Recall that rectangles will represent paths through our trellis. It will be important to
quantify the size of a rectangle. We denote the length of an interval Ij by m(Ij). For our
purposes, it is most convenient to classify the size of a rectangle by the size of its largest
dimension.

Definition 3.3.1. We deÞne the size of a rectangle Ī by

|Ī| = max
j
m(Ij) (3.3.3.5)

If |Ī | = l(= 1
R) then Ī is a rectangle which represents a choice of a single state for each

variable.
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Definition 3.3.2. Let the set of minimum length rectanglesM =M(R) be the set of all
such rectangles. More precisely,

Ī ∈M(R)⇐⇒ Ij =

'
cj − 1
R

,
cj
R

(
(3.3.3.6)

where cj is an integer in 1, 2, . . . R for all j = 1, 2, . . . , n.

For simplicity we assume a unique point maximum x̄∗ of f and that (for R big enough)
there exists a unique Ī∗(R) ∈M(R) which maximizes f(Ī) over all Ī ∈M(R). 1

Then the solution to our continuous problem can be restated as Þnding

Ī∗(R) = arg max
Ī∈M(R)

f(Ī) (3.3.3.7)

where Ī∗ is the unique solution to the problem.
Let us review how our continuous formulation leads to a discrete graph trellis. We

specify set of functions f, fj as in Equation 3.3.3.2. We then specify the maximum resolu-
tion R = 2p for some positive integer p, which implies that our minimum length intervals
will be of size l = 1

R . We then represent each minimum length interval as a node, and let
the edge between minimum length intervals in adjacent columns j and j + 1 be given by
the maximum of the function fj over every possible pair of points in those two intervals.
In this way, we have a trellis, and can use standard DP or CFDP to Þnd our answer. For
every value of R we have a different trellis, with more nodes as R increases. The question
is, how does our run time increase with R. We know that using standard DP, our run time
will grow like R2. How will the CFDP run time grow as we increase R? That question
will be answered in this paper, under certain conditions for the functions fj .

So far, we have deÞned precisely the continuous analogs to states, superstates, columns
of nodes, and edge values. We still need to have a representation for the pattern of our
trellis. That is, which superstates exist in which columns at a given iteration of CFDP.
To do this, we introduce the notions of interval partitions, interval decompositions and
resolution patterns.

Definition 3.3.3. An interval partition P is an ordered set of numbers in the interval
[0, 1]; P = {a1, a2, . . . , ak} with 0 < ai < ai+1 and ak = 1. DeÞne the corresponding
interval decomposition P $ to be the set of k intervals {[0, a1], [a1, a2], . . . , [ak−1, 1]}.

The difference between the interval partition and interval decomposition is somewhat
semantic. The Þrst is a set of points while the second is a set of intervals.

Definition 3.3.4. A resolution pattern P is a set of n interval partitions; one for each
coordinate. P = (P1, P2, . . . , Pn)

We will also deÞne inclusion operations between resolution pattern.

Definition 3.3.5. We will say P∗ ⊂ P if P ∗j ⊂ P ∗j for j = 1, 2, . . . , n. Another way of
saying this is that P is more reÞned than P∗.

1This assumption avoids the problems that we face when the true point maximum is a dyadic point
(e.g. x∗j = 3

4
for all j). When that happens, we often have a singular situation where the rectangles Ī1,a

(defined by I1,a
j = [ 3

4 − 1
2a , 3

4 ] for all j) and Ī2,a defined by I2,a
j = [ 3

4 , 3
4 + 1

2a ] for all j) are such that

f(Ī1,a) = f(Ī2,a) for all a and there is not a unique Ī∗ for any R. We make this assumption to avoid
dealing with such details.
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For our purposes, it is most convenient to judge the size of a resolution pattern by
the size of its largest interval partition. In this way we can use the size of the resolution
pattern to bound the complexity of a DP iteration on that pattern.

Definition 3.3.6. The size of a resolution pattern P , denoted |P| will be given by

|P| = max
j
|Pj| (3.3.3.8)

Definition 3.3.7. The basic resolution pattern Pb is the pattern given by Pj = {1
2 , 1} for

all j.

Definition 3.3.8. For any resolution pattern P deÞne the corresponding set of available
rectangles A(P) in the following way:

Ī ∈ A⇐⇒ Ij ∈ P $j for j = 1, 2, . . . , n

So A represents all the possible paths through the graph at the current state of reso-
lution.

We can now state the CFDP procedure in a mathematically precise manner. Given the
fj , f , a starting resolution pattern P1, and R; CFDP uses the following two-step iterative
process to Þnd Ī∗. First CFDP Þnds

Ī i = arg max
Ī∈A(Pi)

f(Ī) (3.3.3.9)

through standard dynamic programming. Here we are not necessarily guaranteed a unique
answer, so we just break ties arbitrarily. If Īi ∈ M(R) then the algorithm stops and
outputs Ī∗ = Īi. Otherwise the resolution pattern Pi+1 is formed by adding the midpoint
of Iij to P

i
j for all j such that m(I

i
j) > l. This procedure then repeats until an answer is

found.

Lemma 3.3.9. If Īi = argmaxĪ∈A(Pi) f(Ī) and Īi ∈M(R) then:

Īi = Ī∗ = arg max
Ī∈M(R)

f(Ī) (3.3.3.10)

Proof. Take any Ī ∈M(R). There exists a Ī $ ∈ A(P i) such that Ī ⊆ Ī $. Therefore f(Ī $) ≥
f(Ī). Furthermore, f(Īi) ≥ f(Ī $) since Īi is the argmaxĪ∈A(Pi) f(Ī). Therefore f(Īi) ≥
f(Ī) for all Ī ∈M(R). Therefore, it must be the case that Ī = Ī∗ = argmaxĪ∈M(R) f(Ī).

We can speak of running CFDP to completion, that is until CFDP Þnds Ī∗, or we
can just run CFDP for a Þxed number of iterations and analyze Īi and P i. We can also
specify no minimum length and have CFDP output an inÞnite sequence of rectangles Īi.

Note that the resolution patterns created by CFDP have a certain structure. Let P be
the resolution pattern resulting from some number of iterations of CFDP on some problem
with the initial resolution pattern Pb (the basic resolution pattern deÞned above). For
example, consider a particular Pj. If

3
8 ∈ Pj then 1

2 ,
1
4 ∈ Pj as well. This is a result of

the coarse-to-Þne progression of our intervals. If 3
8 is in Pj, that means that the interval
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Figure 3.3: The �legality� tree of height 4.

[ 14 ,
1
2 ] must have been chosen by CFDP, which implies that those points must have been

in the interval partition already. In general, for any xj ∈ Pj , xj ,= 0, 1 we can write
xj =

2mco
R for some odd integer co. If P is a resolution pattern created by CFDP from the

basic resolution pattern, then Pj will have the following property: if xj =
2mco
R ∈ Pj then

2m(co−1)
R , 2m(co+1)

R ∈ Pj. We will now make this deÞnition explicit.
Definition 3.3.10. A resolution pattern P is said to be legal if for all j = 1, 2, . . . , n we
have that if 2mco

R ∈ Pj for some odd integer co then 2m(co−1)
R , 2m(co+1)

R ∈ Pj.
Another way to understand legality is to consider the tree in Figure 3.3, where each

node is identiÞed with a number. The legality requirement is equivalent to saying that if
some number is in Pj than all its ancestors on the �legality� tree must be as well.

Definition 3.3.11. Let Ī $ = argmaxĪ∈A(P) f(Ī). A resolution pattern P is said to be

sufficient for a particular problem at a particular resolution R, if Ī $ ∈M(R).

Note that by Lemma 3.3.9 we can conclude that if P is sufficient, then:

Ī $ = arg max
Ī∈A(P)

f(Ī) = arg max
Ī∈M(R)

= Ī∗ (3.3.3.11)

We can already begin to prove a few basic lemmas about these objects we have deÞned.

Lemma 3.3.12. Fix a maximum resolution R. Given two resolution patterns, P1 and
P2, if P1 is more reÞned than P2 (i.e. P 2

j ⊆ P 1
j for all j), and P2 is sufficient, then we

have that P1 is sufficient.

Proof. Since P2 is sufficient, we know that Ī∗ ∈ A(P2). Since, by deÞnition Ī∗ ∈M(R)
we know that Ī∗ ∈ A(P1). So all we need to show is that given any other Ī ∈ A(P1),
Ī ,= Ī∗, we have that f(Ī∗) > f(Ī). Suppose, by contradiction, we had an Ī ∈ A(P1),
Ī ,= Ī∗ such that f(Ī) ≥ f(Ī∗). There must exist some Ī2 ∈ A(P2) such that Ī ⊆ Ī2.
Therefore f(Ī2) ≥ f(Ī) ≥ f(Ī∗) which contradicts the sufficiency of P2.

Lemma 3.3.13. Let Ī1, Ī2, . . . be a sequence of rectangles chosen by CFDP. Then for all
i, f(Īi) ≥ f(Īi+1) and f(Īi) ≥ f(Ī∗) ≥ f(x̄∗).
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Proof. Consider Īi+1 = (Ii+1
1 , Ii+1

2 , . . . , I i+1
n ). There exists some Ī = (I1, I2, . . . , In) in

A(P i) such that Ii+1
j ⊆ Ij for all j. Therefore f(Ī) ≥ f(Īi+1), since each maximum is

taken over at least as big a set in Ī as it is in Īi+1. But we know that f(Ī i) ≥ f(Ī) since
Ī i is the arg max over the set A(P i). Therefore f(Īi) ≥ f(Īi+1). Since Ī∗ is the result of
the last iteration, it follows that f(Ī i) ≥ f(Ī∗).

We know that there exists Ī ∈ M such that x̄∗ ∈ Ī. By deÞnition of f on intervals
f(Ī) ≥ f(x̄∗). It then follows that f(Ī∗) ≥ f(Ī) by deÞnition of arg max.

Suppose that we specify no minimum length and run CFDP to get an inÞnite sequence
of rectangles Īi. It is shown in [22] that if the fj are continuous, then Ī

i converges to x̄∗

in the sense that if x̄i is any sequence of points satisfying x̄i ∈ Īi then x̄i → x̄∗.

3.3.2 Main results (chain graph)

Our goal is to give a limit on the CFDP run time for a particular problem; that is, a
particular set of fj . Here are the two main results we prove for the 1-dimensional �chain
graph� setting. They show that, in our continuous framework, we realize a tremendous
computational savings when the fj are linear, and a considerable savings when the fj
�look quadratic� around the maximum of f . Furthermore, these results are tight. That
is, there exists problems which meet our assumptions which require the same order of
computation that we give as an upper bound.

Theorem 3.3.14. Suppose the fj are continuous and piecewise linear, f has a unique
point maximum x̄∗, and there exists some R1 such that R > R1 implies Ī

∗ is unique. Then
coarse-to-Þne dynamic programming will Þnd the rectangle Ī∗(R) in time O((logR)3).

Theorem 3.3.15. Suppose the fj are C
2 and that f has a unique maximum x̄∗. Assume

further that the Taylor expansion of f at x̄∗ has a negative-deÞnite matrix coefficient in
the quadratic term. Finally, assume there exists some R1 such that R > R1 implies Ī

∗ is
unique. Then coarse-to-Þne dynamic programming will Þnd the rectangle Ī∗(R) in time
O(R

3
2 ).

The proofs to these theorems (in a more general form) are in the Appendix. For now
we will just make a few remarks:

1. These bounds are both tight with respect to R. That is, there are fj that are
piecewise linear that require at least K(logR)3 operations and fj that meet the

conditions of Theorem 3.3.15 which require at least KR
3
2 operations. The tightness

in the piecewise linear case is apparent since even if CFDP is perfect (i.e. only
chooses the superstates which contain the true solution), it will take (logR)3 (plus
lower order terms) operations. The tightness for the C2 case can be easily con-
Þrmed analytically in simple cases, take, for example, when n = 3, f1(x1, x2) =
x1+x

2
2+4x2, f2(x2, x3) = −(5

2)x
2
2−2x2+x3. So x

∗
1, x

∗
3 = 1 and the only interesting

aspect of the problem is the behavior of x2. In this case, elementary calculus can
show that any sufficient resolution pattern P must have |P2| > K

√
R. This becomes

clearer after reading the proof.
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2. In practical examples, we are often unable to compute:

fj(Ij, Ij+1) = sup
xj∈Ij ;xj+1∈Ij+1

fj(xj, xj+1) (3.3.3.12)

exactly. Instead we settle for Þnding heuristics hj:

hj(Ij, Ij+1) ≥ sup
xj∈Ij ;xj+1∈Ij+1

fj(xj, xj+1) (3.3.3.13)

and deÞne

h(Ī) = h1(I1, I2) + h2(I2, I3) + . . .+ hn−1(In−1, In) (3.3.3.14)

As long as h(Ī)− f(Ī) ≤ K|Ī| for some constant K and h(Ī) = f(Ī) for Ī ∈M(R),
then the results of our theorems still hold when using CFDP on the hj to Þnd the
maximum for f .

3. Our setup for CFDP has been geared towards Þnding maxima. An analogous pro-
cedure can be used to Þnd minima instead.

4. We see that in the linear case we get quite a large savings over standard DP � from
O(R2) to O((logR)3).For the general C2 case, we get considerable savings, O(R

3
2 )

versus R2. This is potentially a huge savings. Suppose we have a problem where
we want R ≈ 106 ≈ 220. For standard dynamic programming we would need 1012

operations, that is, a trillion operations. If the problem is piecewise linear, using
CFDP we perform the same computation in about 8,000 operations (using log2). If
the problem is just C2, we still cut the computation to 109 operations, from a trillion
down to a billion.
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3.4 Example — the isoperimetric problem

To illustrate this computational savings in a 1-D setting, we consider a simple calculus of
variations problem: the so-called �isoperimetric� problem. The problem is; given a curve
of a Þxed length, starting at the origin and ending somewhere on the positive x-axis, to
enclose the largest area possible between the curve and the x-axis. The answer is simple
� a semicircle.

We formulate this as a continuous trellis problem in the following way. We Þx the
length of our curve, and divide it up into n equal pieces and we let yj represent the height
of the curve above the x-axis after j segments. We form a trellis with n + 1 columns of
nodes, numbering them from 0 to n. Column 0 and column n each have only one point,
corresponding to the fact that we must start and end on the x-axis. We can think of these
columns as being represented by the interval [0, 0]. Columns 1 and n − 1 are represented
by the interval [0, 1]. Since clearly it is inefficient to go below the x-axis, we consider only
curves that stay above the axis. Since our segments are of unit length, the highest we could
possibly be right after the Þrst segment (or right before the last segment) is 1. Following
this logic, columns 2 and n − 2 are respresented by the interval [0, 2] and in general, for
j = 0, 1, 2, . . . 2n2 3, we represent columns j and n − j by the interval [0, j]. This differs
slightly from the setup in our theorem, where every column of nodes was represented by
an equally sized interval, but it is easy to see the the result of Theorem 3.3.14 is still in
force.

Note that our progression in the direction of the x-axis (i.e. away from the y-axis) is
constrained by our choices of the yj, since our segments are of unit length. In other words,
consider this problem for n = 6 and consider the path given by y0 = 0, y1 = 1, y2 = 2, y3 =
3, y4 = 2, y5 = 1, y6 = 0. This path through our trellis corresponds to a curve which goes
straight up from the origin to the point (0, 3) and then straight back down to the origin,
enclosing no area. This is because our segments are of length 1 and therefore if we increase
our height (i.e. y-coordinate) by 1 then we do not increase our x-coordinate at all. The

path given by y0 = 0, y1 =
√

2
2 , y2 =

√
2, y3 =

3
√

2
2 , y4 =

√
2, y5 =

√
2

2 , y6 = 0 corresponds

to a curve consisting of two linear segments, the Þrst from the origin to ( 3
√

2
2 , 3

√
2

2 ), and

the second from ( 3
√

2
2 , 3

√
2

2 ) to (3
√
2, 0). This curve encloses an area of size 9

2 .
We need to deÞne our functions f and fj to reßect this area function. The value of

an edge between columns j and j + 1 should correspond to the area enclosed under that
segment (see Figure 3.4). Using simple geometry, our function fj is given by:

fj(yj , yj+1) =

)
((yj + yj+1)/2)

*
(1− (yj − yj+1)2) if |yj − yj+1| ≤ 1,

−∞ otherwise.
(3.4.3.1)

Here the root term represents the width of the trapezoidal region we are considering and
Þrst term represents the �average� height. We let f(yj , yj+1) = −∞ when |yj − yj+1| > 1
since it is impossible to change the height by more than 1 between the start and end of a
segment.

So if we let:

f(ȳ) = f(y0, y1, . . . , yn) =

n−1#
j=0

fj(yj, yj+1) (3.4.3.2)
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Figure 3.4: The area enclosed by one segment.

then we are looking for ȳ∗ such that

f(ȳ∗) = sup
ȳ∈D

f(ȳ) (3.4.3.3)

where the domain D is deÞned by yj, yn−j ∈ [0, j] for j = 0, 1, 2, . . . , 2n2 3. Since the
domain is compact we know the sup is achieved and ȳ is continuous.

Now that we have deÞned precisely the mathematical problem and shown how it trans-
lates into Þnding the maximum path on a �continuous� trellis, the coarse-to-Þne approach
should be fairly straightforward. We deÞne a resolution R = 2b for some integer b and let
our minimum length l be given by l = 1

R . So given R we have a discrete trellis, where the
nodes represent intervals of length l and the edge value between two intervals is given by:

fj(Ij , Ij+1) = sup
yj∈Ij ;yj+1∈Ij+1

fj(yj , yj+1) (3.4.3.4)

Recall that a key practical requirement for implementation of CFDP is that we can
efficiently compute the maximum of a function over all the individual state combinations
in a superstate. For our problem, this amounts to being able to efficiently compute
fj(Ij, Ij+1). Fortunately, there is an efficient way to compute this.

It is important Þrst to notice we need only consider yj, yj+1 pairs where at least one of
the two is the highest value in its interval. We make this precise in the following lemma.

Lemma 3.4.1. Let Ij = [aj , bj ], Ij+1 = [aj+1, bj+1] and (yj, yj+1) ∈ Ij × Ij+1. There
exists (y$j , y$j+1) ∈ Ij × Ij+1 such that f(y

$
j, y

$
j+1) ≥ f(yj , yj+1) and either y

$
j = bj or

y$j+1 = bj+1.

Proof. Choose yj < bj and yj+1 < bj+1. If |yj − yj+1| > 1 then f(yj , yj+1) = −∞ and
the lemma is trivial, so assume |yj − yj+1| ≤ 1. Let $ = min{bj − yj , bj+1 − yj+1} and let
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y$j = yj + $ and y
$
j+1 = yj+1 + $. We know that:

f(y$j , y
$
j+1) =

+
y$j + y

$
j+1

2

,-
1− (y$j − y$j+1)

2

=

+
yj + yj+1 + 2$

2

,-
1− (yj − yj+1)2

=

+
yj + yj+1

2

,-
1− (yj − yj+1)2 + $

-
1− (yj − yj+1)2

> f(yj, yj+1)

So we can use the following process to compute fj(Ij, Ij+1). Letting Ij = [aj, bj], Ij+1 =
[aj+1, bj+1], we compute:

sup
yj+1∈Ij+1

fj(bj, yj+1)

and

sup
yj∈Ij

fj(yj , bj+1)

and then choose the larger of those two values.
Using simple calculus, we can compute that f(bj , yj+1), viewed as a function of yj+1

only, achieves its maximum at yj+1 =
bj
2 +

bj
2

-
1 + 2

b2
j
(if bj = 0, yj+1 =

√
2

2 ). Furthermore,

this is the only critical point of that function in the range yj+1 = [bj − 1, bj +1]. Since fj
is symmetric in its two arguments, this analysis also applies to the case where yj+1 = bj+1

and fj is a viewed as a function of yj only.
So to compute supyj+1∈Ij+1

fj(bj, yj+1), we just let

y∗j+1 =


bj
2 +

bj
2

-
1 + 2

b2
j

if
bj
2 +

bj
2

-
1 + 2

b2
j
∈ Ij+1,

bj+1 if
bj
2 +

bj
2

-
1 + 2

b2
j
> bj+1.

aj+1 if
bj
2 +

bj
2

-
1 + 2

b2
j
< aj+1.

(3.4.3.5)

Then:

sup
yj+1∈Ij+1

fj(bj, yj+1) = fj(bj, y
∗
j+1) (3.4.3.6)

Analogously we let:

y∗j =


bj+1

2 +
bj+1

2

-
1 + 2

b2
j+1

if
bj+1

2 +
bj+1

2

-
1 + 2

b2
j+1

∈ Ij,
bj if

bj+1

2 +
bj+1

2

-
1 + 2

b2
j+1

> bj.

aj if
bj+1

2 +
bj+1

2

-
1 + 2

b2
j+1

< aj.

(3.4.3.7)
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Figure 3.5: The initial trellis for the isoperimetric problem with n = 8 and R = 8.

so that:

sup
yj∈Ij

fj(bj, yj+1) = fj(y
∗
j , bj+1) (3.4.3.8)

Then by Lemma 3.4.1 we know that:

fj(Ij , Ij+1) = sup
yj∈Ij ;yj+1∈Ij+1

fj(yj , yj+1) = max{fj(bj , y∗j+1), fj(y
∗
j , bj+1)} (3.4.3.9)

In this way, we can efficiently compute fj(Ij , Ij+1) and thereby implement CFDP.
We have now demonstrated that we have all the tools necessary to use CFDP to solve

this problem. We select a value R = 2b for some integer b to be our resolution. For
simplicity, we choose our starting resolution pattern Ps to be deÞned by:

Psj ,Psn−j = {1, 2, . . . , j} for j = 0, 1, 2, . . .
2n
2

3
In other words, we start with a resolution pattern where each interval is divided into pieces
of length 1. This is shown in Figure 3.5.

3.4.1 Empirical results

We implemented a CFDP solution to this discretized version of the isoperimetric prob-
lem using MATLAB. In this way we are able to observe directly how the number of
operations increases with R. This allows us to conÞrm experimentally the predictions of
Theorem 3.3.15. The function f for this problem meets the conditions of the theorem
except for the discontinuity when the fj sharply drop to −∞. However, in the proof of
Theorem 3.3.15, we see that the continuity of the f, fj is only necessary within a neigh-
borhood of the maximum. Therefore, we expect to see the behaviour predicted by the
theorem.

In Figure 3.6 we see the number of operations taken by CFDP, divided by R
3
2 , plotted

against R. If the number of operations grows like R
3
2 , then we would expect to see the

normalized operations behave like a constant with respect to R. This appears to be exactly
the case.
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Figure 3.6: Our computational results for the isoperimetric problem.
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3.5 General Graph Structures

So far, everything we have discussed has been equivalent to Dynamic Programming on
a graph whose underlying structure is a simple chain. However, as we saw in the Þrst
chapter, DP can be used for Markov random Þelds with an arbitrary graph structure.
Instead of getting a complexity of O(R2) as in the chain graph, we get O(Rk+1) where k
is the tree-width of the graph, where R is the size of the state space.

The Coarse-to-Fine Dynamic Programming method, and the continuous framework
described earlier also generalizes to the more general graph setting. To make our nota-
tion work for the general setting, we must redeÞne our function f to encompass more
complicated functions. We need to introduce cliques as subsets of {1, 2, . . . n}. Another
difference is that the analogy to Þnding the maximum path across a trellis is no longer
straightforward enough to be useful. Rather we must recall the generalized DP method
discussed in Chapter 1 and make our analogies directly to that.

Suppose we have a probability distribution P which respects (i.e. is a Markov Random
Þeld with respect to) a graph G with tree-width k. Since G has tree-width k, there exists
some k-tree H such that G ⊆ H. Since P is clearly respects the graph H, without loss of
generality, we can just let G be a k-tree. Furthermore, we can renumber the vertices so
that the ordering π = (1, 2, 3, . . . n) has maximum border equal to k. Let C be the set of
maximal cliques in G and let s = |C|. So we can write C in the form C = {C1, C2, . . . Cs}.
Since G is a k-tree, our maximal cliques are each of size k+1. We represent a clique as a
subset of {1, 2, . . . , n}. For example, we could let C1 = {1, 3, 4, 5, 7}. Given a point x̄ we
let xCi represent just the values of xj for j ∈ Ci. So writing f1(xC1) would be shorthand
for f1(x1, x3, x4, x5, x7). Likewise, given a rectangle Ī, we let a clique interval ICi represent
the intervals Ij for j ∈ Ci.

Using this notation, we can write:

P (x1, . . . , xn) =

s!
j=1

gj(xCj )

and if we let:

fj(xCj ) = log gj(xCj )

we can rewrite P in the form

logP (x1, . . . , xn) = log

s!
j=1

gj(xCj )

=

s#
j=1

log gj(xCj )

=

s#
j=1

fj(xCj)

so that maximizing P is equivalent to maximizing the sum of the fj .
So whereas in the chain graph setting we had:

f(x̄) = f1(x1, x2) + f2(x2, x3) + . . .+ fn−1(xn−1, xn) (3.5.3.1)
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we have now generalized to

f(x̄) = f1(xC1) + f2(xC2) + . . .+ fs(xCs). (3.5.3.2)

Note that if our graph is a chain graph then the second formulation reduces to the Þrst.
Continuing the generalization we have:

fj(ĪCj) = sup
xCj∈ICj

f(xCj ) (3.5.3.3)

f(Ī) =
s#
j=1

fj( ¯ICj ) (3.5.3.4)

(3.5.3.5)

From the previous chapters, we know that since f respects a graph of tree-width k,
we can perform a single DP iteration on a resolution pattern P in time O(|P|k+1). This
enables us to generalize our previous theorems to arbitrary graphs.

Theorem 3.5.1. Suppose the fj are continuous and piecewise linear, f has a unique max-
imum x̄∗, and there exists some R1 such that R > R1 implies Ī

∗ is unique. Suppose further
that f respects a graph with tree-width k. Then coarse-to-Þne dynamic programming will
Þnd the rectangle Ī∗(R) in time O((logR)k+2).

Theorem 3.5.2. Suppose the fj are C
2 and that f has a unique maximum x̄∗. Assume

further that the Taylor expansion of f at x̄∗ has a negative-deÞnite matrix coefficient in
the quadratic term and that f respects a graph of tree-width k. Finally, assume there exists
some R1 such that R > R1 implies Ī

∗ is unique. Then coarse-to-Þne dynamic programming
will Þnd the rectangle Ī∗(R) in time O(R

k+2
2 ).

The proofs to these theorems are in the Appendix. Remarks 1-3 from the chain graph
versions of the theorems apply to the general version as well. Note that the computational
savings over standard DP grow considerably with the tree-width of the graph. In the k = 1
case, we demonstrated savings at large R ≈ 106. If the tree-width is larger, the savings
become considerable even at smaller R values. Suppose R = 103 ≈ 210 and k = 4.
Standard dynamic programming would require 1015 computations, out of reach by most
standards and certainly unreasonable for any kind of real-time applications. If the problem
is piecewise linear, CFDP would require only 106 operations. If it is C2 CFDP would take
109 operations. Both of these are tractable by today�s standards.
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Figure 3.7: A spring network. Black dots are Þxed points and white dots are moveable
points.

3.6 Multi-dimensional example

To illustrate an application of CFDP on a more complicated graph, we consider a �spring
network� problem. This is shown in Figure 3.7. The setup is as follows. There are four
Þxed points in the plane, labeled a, b, c, d, and represented by black dots in the diagram;
and three moveable points, labeled 1, 2, 3, and represented by white dots in the diagram.
A total of 10 springs connect the various points. These springs are labeled by the Greek
letters α,β, γ, δ,φ,π, η, ξ,λ, µ. Each spring has a resting length ls and a spring constant
k. The problem is to calculate where the moveable points will come to rest in this system.
One way to do this is to consider the equation for the total energy of all the springs, and
Þnd the locations of the moveable points which minimize this energy. As we will soon see,
this can be Þt into a generalized Dynamic Programming, and a CFDP framework.

While heretofore we have considered only maximization problems, our theorems and
methods apply analogously to minimization. The energy stored in a spring is 1

2k(ls−lact)2,
where k is the spring constant, ls is the length of the spring at rest, and lact is the actual
length of the spring. Therefore, if we let, xi, yi be the x and y-coordinates of point i
(for i = 1, 2, 3, a, b, c, d), and redeÞne our constants k to include the 1

2 term, then we can
express the total energy of our system as:

f(x1, y1, x2, y2, x3, y3) = kα(lα −
*
(x1 − xa)2 + (y1 − ya)2)2

+kβ(lβ −
*
(x1 − x2)2 + (y1 − y2)2)

2 + kγ(lγ −
*
(x1 − xc)2 + (y1 − yc)2)2

+kδ(lδ −
*
(xa − x2)2 + (ya − y2)2)

2 + kφ(lφ −
*
(xc − x2)2 + (yc − y2)2)

2

+kπ(lπ −
*
(x2 − xb)2 + (y2 − yb)2)2 + kξ(lξ −

*
(x2 − x3)2 + (y2 − y3)2)

2

+kη(lη −
*
(x2 − xd)2 + (y2 − yd)2)2 + kλ(lλ −

*
(xb − x3)2 + (yb − y3)2)

2

+kµ(lµ −
*
(xd − x3)2 + (yd − y3)2)

2
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Figure 3.8: The MRF dependendy graph for the spring problem.

or more simply:

f(x1, y1, x2, y2, x3, y3) = gα(x1, y1) + gβ(x1, y1, x2, y2) + gγ(x1, y1)

+gδ(x2, y2) + gφ(x2, y2) + gπ(x2, y2) + gξ(x2, y2, x3, y3)

+geta(x2, y2) + gλ(x3, y3) + gµ(x3, y3)

So if we let:

f1(x1, y1, x2, y2) = gα(x1, y1) + gβ(x1, y1, x2, y2) + gγ(x1, y1) + gδ(x2, y2) + gφ(x2, y2)

and

f2(x2, y2, x3, y3) = gπ(x2, y2) + gξ(x2, y2, x3, y3) + gη(x2, y2) + gλ(x3, y3) + gµ(x3, y3)

Then we can write:

f(x1, y1, x2, y2) = f1(x1, y1, x2, y2) + f2(x2, y2, x3, y3) (3.6.3.1)

In other words, f respects the graph G in Figure 3.8.
To make this a generalized DP problem, we need to discretize the state space. We do

this, as usual, by choosing a maximum resolution R. However, in this problem there is an
additional issue to contend with. In theory, the xi and yi could be anywhere on the real
line. In practice however, it is not difficult to Þnd a range in which the minimum must lie.
For the purposes of our application, we consider only the interval [0, 1] for each variable.
We choose the constants of our problem in a way so that this is realistic.

Once again, in order implement CFDP for this problem, we need to be able to efficiently
compute:

f1(Ix1, Iy1, Ix2, Iy2) = inf
x1∈Ix1 ;y1∈Iy1 ;x2∈Ix2 ;y2∈Iy2

f1(x1, y1, x2, y2)

and

f2(Ix2, Iy2, Ix3, Iy3) = inf
x2∈Ix2 ;y2∈Iy2 ;x3∈Ix3 ;y3∈Iy3

f3(x2, y2, x3, y3)
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In this case, however, Þnding that inf is difficult, so we will settle instead on using a
heuristic:

h1(Ix1, Iy1, Ix2, Iy2) = inf
x1∈Ix1 ;y1∈Iy1

gα(x1, y1) + inf
x1∈Ix1 ;y1∈Iy1 ;x2∈Ix2 ;y2∈Iy2

gβ(x1, y1, x2, y2) + inf
x1∈Ix1 ;y1∈Iy1

gγ(x1, y1) + inf
x2∈Ix2 ;y2∈Iy2

gδ(x2, y2)

+ inf
x2∈Ix2 ;y2∈Iy2

gφ(x2, y2)

≤ inf
x1∈Ix1 ;y1∈Iy1 ;x2∈Ix2 ;y2∈Iy2

f1(x1, y1, x2, y2)

with h2 deÞned accordingly and h = h1 + h2.
We discussed earlier that our results still apply to heuristics as long as they are within

a linear factor (relative to |Ī|) of the true underlying function f , and are equal to f on
minimum length intervals. Since f has a continuous Þrst derivative and we are working on
a compact space, the Þrst condition is satisÞed. Unfortunately, we are unable to compute
f directly even on minimum length intervals. If we could compute f directly on minimum
length intervals, we could just deÞne h to be equal to f on minimum length intervals and
truly claim to be minimizing f . However, in this case, we are truly minimizing h and not
f . However, since the difference between the two functions is linear in Ī, as R gets big
this should make little difference.

To compute our heuristic h, we need to efficiently Þnd:

inf
x1∈Ix1 ;y1∈Iy1 ;x2∈Ix2 ;y2∈Iy2

K(l −
*
(x1 − x2)2 + (y1 − y2)2)

2 (3.6.3.2)

In the terms which involve only one moveable point, we just keep the Þxed point constant
and take the inÞmum over the two coordinates of the moveable point.

The procedure for Þnding this inÞmum is not difficult. First we compute:

wmin = inf
x1∈Ix1 ;x2∈Ix2

(x1 − x2)
2

and

wmax = sup
x1∈Ix1 ;x2∈Ix2

(x1 − x2)
2

This amounts to just Þnding the inf and sup of d(x1, x2) for x1 ∈ Ix1; x2 ∈ Ix2 .
Likewise we let:

zmin = inf
y1∈Iy1 ;y2∈Iy2

(y1 − y2)
2

and

zmax = sup
y1∈Iy1 ;y2∈Iy2

(y1 − y2)
2

If we let Iq = [
√
wmin + zmin,

√
wmax + zmax], then

inf
x1∈Ix1 ;y1∈Iy1 ;x2∈Ix2 ;y2∈Iy2

K(l −
*
(x1 − x2)2 + (y1 − y2)2)

2 = inf
q∈Iq

K(l − q)2

= Kd(l, Iq)
2

In this way we can quickly Þnd the required minimum and thereby implement a CFDP
solution for this problem.



63

0 100 200 300 400 500 600
16

18

20

22

24

26

28

30

32

R

(#
 o

f o
pe

ra
tio

ns
)/

(R
(5

/2
) )

Figure 3.9: The computational results for the spring problem.

3.6.1 Results

We implemented a CFDP solution to the spring network using MATLAB. We conÞrmed
the correctness of our answers by calculating the net force on each point in our solution
and conÞrming that it was 0 (within a reasonable error tolerance given by our interval
size). We then analyzed how the number of operations grew with R. According to our
theorem, we would expect asymptotically that the number of operations would grow like
R

5
2 . So if we scale the number of operations by dividing by R

5
2 we would expect that

number to behave like a constant for large enough R. In Figure 3.9 we plot the scaled
number of operations on the y-axis against R on the x-axis. While we do not see the clear
constant pattern we saw in the isoperimetric example, this is not totally unexpected. Since
this problem requires more operations as a function of R, we were unable to increase R to
the extent we did in the previous problem. In this case, however, the improvement over
standard DP is remarkable. At R = 512, standard DP would take 2× (5122) ≈ 1.37×1011

operations. CFDP took about 1.8× 108 operations, roughly 766 times faster.
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APPENDIX

In this Appendix we prove the main results of Chapter 3. These proofs are fairly technical
in nature, but this is necessary for mathematical precision. We will give some necessary
background lemmas and propositions, before restating and proving our theorems. Our
notation follows from the general framework presented in Section 3.5.

Background Definitions, Lemmas, Propositions

We will use d(., .) to represent the distance function in several ways depending on the
types of arguments. Generally, the deÞnitions are what one would expect, but we will
make them explicit here for clarity. If xj , yj ∈ IR, then:

d(xj, yj) = |xj − yj| (A-1)

We deÞne the distance between a real number xj and an interval of reals Ij by

d(xj , Ij) = inf
yj∈Ij

d(xj, yj) (A-2)

The distance between two points x̄, ȳ ∈ IRn (or [0, 1]n) will be the simple Euclidean
distance:

d(x̄, ȳ) =

 n#
j=1

(xj − yj)2
 1

2

(A-3)

Finally, the distance between a point x̄ ∈ IRn (or [0, 1]n) and a rectangle Ī ⊆ IRn (or
[0, 1]n) is given by:

d(x̄, Ī) = inf
ȳ∈Ī
d(x̄, ȳ) (A-4)

Let the CFDP overestimate for Ī be given by

OE(Ī) = f(Ī)− sup
x̄∈Ī

f(x̄) (A-5)

Thus it is easy to see that if

f(x̄∗) > f(x̄) +OE(Ī) (A-6)

for all x̄ ∈ Ī then f(x̄∗) > f(Ī).
Lemma .0.1. A resolution pattern P is sufficient (for a resolution R) if for every rec-
tangle Ī ∈ A(P) at least one of the following is true:
1. Ī ∈M(R)

2. f(x̄∗) > f(Ī)

Proof. Let Ī $ = argmaxĪ∈A(P) f(Ī). For any Ī /∈ M(R), f(Ī) < f(x̄∗) ≤ f(Ī∗). So
Ī $ ∈M(R) and P is sufficient.
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Proposition .0.2. Fix a set of fCj which respects a graph of tree-width k and suppose
that for some sequence of resolutions R→∞ we have a legal, sufficient resolution pattern
P(R) = {P1(R), P2(R), . . . , Pn(R)}. If

|P(R)| = O(g(R)) (A-7)

then CFDP will run to completion in time O((g(R))k+2).

Proof. The proof of the proposition rests on the following lemma:

Lemma .0.3. Suppose we have a sufficient resolution pattern P = {P1, P2, . . . , Pn} and
another resolution pattern P1 = {P 1

1 , P
1
2 , . . . , P

1
n} which is not sufficient. Let P2 be

the resolution pattern yielded by CFDP after one iteration on the resolution pattern P1.
Then there exists some number y ∈ [0, 1] and some coordinate j such that y ∈ P 2

j and

y ∈ Pj − P 1
j .

Proof. Let Ī be the rectangle chosen on the Þrst iteration of CFDP on the resolution
pattern P1. Since P1 is not sufficient, there exists at least one j such that m(Ij) > l.
Let J = {j : m(Ij) > l} and let yj =the midpoint of Ij for j ∈ J . Clearly, for j ∈ J ,
yj ∈ P 2

j and yj /∈ P 1
j . So we need to show that for at least one j ∈ J , yj ∈ Pj. Suppose,

by contradiction, that for all j ∈ J we have yj /∈ Pj . We will construct a rectangle
I0
j ∈ A(P ) in the following way. For j ∈ J , let I0

j be the interval in P
$
j , the interval

partition corresponding to Pj, which contains yj, so that yj ∈ I0
j . Since our resolution

patterns are legal, it is not possible that I0
j ⊂ Ij, so we know that Ij ⊆ I0

j .

For j /∈ J , m(Ij) = l, so let I0
j be the interval in P

$
j which contains Ij . By our

construction, Ī0 ∈ A(P ). We know that there exists a rectangle Ī∗ ∈ A(P ) such that
Ī∗ ∈ M(R) and f(Ī∗) > f(Ī) for Ī ∈ A(P ), Ī ,= Ī∗. We know Ī0 /∈ M(P ) so therefore
Ī∗ ,= Ī0. Therefore f(Ī∗) > f(Ī0). Since Ī ⊆ Ī0 we know that f(Ī0) ≥ f(Ī). Thus we
have that f(Ī) < f(Ī∗) which contradicts Lemma 3.3.13 .

Starting from the basic resolution pattern and applying the lemma repeatedly we see
that after nO(g(R)) DP iterations, if we have not already solved the problem, we will have
a resolution pattern P∗ which is at least as reÞned as P . In other words, for all j, Pj ⊆ P ∗j .
Since any reÞnement of a sufficient resolution pattern is itself sufficient (Lemma 3.3.12), the
problem will be solved on the next iteration. So we have used nO(g(R)) DP iterations, the
most expensive of which takes time O(g(R)k+1). Thus we get a complexity of O(g(R)k+2).

Theorem for Piecewise Linear functions

Theorem .0.4. Suppose the fj are continuous and piecewise linear, f has a unique maxi-
mum x̄∗, and there exists some R1 such that R > R1 implies Ī

∗ is unique. Suppose further
that f respects a graph with tree-width k. Then coarse-to-Þne dynamic programming will
Þnd the rectangle Ī∗(R) in time O((logR)k+2).

Proof. All the proofs of our main results will follow this basic outline. First, we carefully
deÞne a neighborhood of x̄∗, called G. This region will have the property that CFDP never
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chooses more that a constant number of rectangles outside of G, independent of R. In
other words, to determine the number of iterations required by CFDP asymptotically, we
need only consider how f behaves in the region G. We use this set G to deÞne a procedure
such that given any �big enough� resolution R, we can deÞne a sufficient resolution pattern
P . We then use Proposition .0.2 to relate the size of the resolution pattern (as a function
of R) to the complexity of the problem with respect to CFDP.

We begin in the piecewise linear setting. Since f is piecewise linear, and [0, 1]n is
compact, we can Þnd a constant K1 > 0 such that:

K1 > sup{
8888 ∂fi∂xj

(x̄)

8888 , 8888 ∂f∂xj (x̄)
8888} (A-8)

where the max is taken over all i ∈ 1, 2, . . . s, all j ∈ 1, 2, . . . , n and all x̄ ∈ [0, 1]n where
the partial derivatives exist.

Lemma .0.5. Recall that we deÞned OE(Ī) = f(Ī)−supx̄∈Ī f(x̄). Under the assumptions
of our theorem we have:

OE(Ī) ≤ s(k + 1)K1|Ī| (A-9)

Proof. Let x̄$ = argmaxx̄∈Ī f(x̄). Using this deÞnition and expanding f we get:

OE(Ī) =

 s#
j=1

fj(ĪCj))− fj(x̄$


=

s#
j=1

9
fj(ĪCj)− fj(x̄$Cj )

:
=

s#
j=1

9
fj(Ij1 , Ij2 , . . . , Ijk+1

)− fj(x$j1 , x$j2 , . . . , x$jk+1
)
:

=

s#
j=1

;
sup

xj1∈Ij1 ;... ;xjk+1
∈Ijk+1

fj(xj1 , xj2 , . . . , xjk+1)− fj(x$j1 , x$j2 , . . . , x$jk+1
)

<

<
s#
j=1

=
K1|Ī|(k + 1)

>
= s(k + 1)K1|I|

Let Df (x̄, θ) be the directional derivative of the function f at x̄ in the direction θ , for
θ ∈ Sn−1 (the unit sphere). Let q(θ) = Df (x̄

∗, θ). Since x̄∗ is a unique maximum and f
is piecewise linear we know that q(θ) is bounded away from 0. Therefore, we can Þnd a
constant K2 > 0 such that:

K2 < min
θ∈Sn−1

|Df (x̄∗, θ)|. (A-10)

We are now ready to begin constructing our set G. Our strategy is to let G = G(∆)
be given by:

x̄ ∈ G⇐⇒ xj ∈ [x∗j −∆, x∗j +∆] for all j = 1, 2, . . . , n (A-11)
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Then our goal is to Þnd a ∆ and $$ small enough so that G satisÞes the following
properties:

1. x̄ /∈ G⇒ f(x̄) < f(x̄∗)− $$

2. x̄ ∈ G− {x̄∗}⇒ f(x̄) < f(x̄∗)−K2d(x̄, x̄
∗)

That such a set G is possible follows more or less directly from the fact that f is contin-
uous, piecewise linear, and has a unique maximum. For those who wish to see the details
of construction, they are included below. However, the section is quite technical without
being particularly enlightening. If you wish, you may proceed directly to Lemma .0.6.

Let H($) be the subset of [0, 1]n such that x̄ ∈ H($) if and only if f(x̄) > f(x̄∗) − $.
We deÞne

$1 = sup{µ > 0 : H($) is a connected set for all 0 < $ < µ} (A-12)

So one property of our ∆ should be that G(∆) ⊆ H($) for some $ < $1.
We then choose a number δ1 in the following way:

δ1 = sup{δ : Df (x̄, θ) = Df (x̄∗, θ) (for all θ ∈ Sn−1) for all x̄ ∈ Bδ(x̄∗)} (A-13)

where Bδ(x̄) is a δ-sized ball around the point x̄.
So, as long as we are inside of Bδ1(x̄

∗), we can ensure that the second property listed
above holds for G.

Our procedure for choosing ∆ then goes in this way. We choose ∆ such that

1. G(∆) ⊆ H($1)
2. ∆ < δ√

n
(i.e. G(∆) ⊆ Bδ1(x̄

∗))

We then choose $$ such that H($$) ⊆ G(∆). By our construction, both required
properties for G are satisÞed.

Lemma .0.6. If Ī ∩G = ∅ and |I| ≤ +"
s(k+1)K1

then f(x̄∗) > f(Ī).

Proof. Since Ī ∩G = ∅, we know that for any x̄ ∈ Ī that

f(x̄) < f(x̄∗)− $1 (A-14)

So we have

f(Ī) = max
x̄∈Ī

f(x̄) +OE(Ī)

≤ f(x̄∗)− $$ +OE(Ī)
≤ f(x̄∗)− $$ + s(k + 1)K1|Ī|
≤ f(x̄∗)− $$ + (s(k + 1)K1)

$$

s(k + 1)K1

≤ f(x̄∗)
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Lemma .0.7. If Ī ∩G ,= ∅ and |I| ≤ min{ K2
s(k+1)K1

d(x̄∗, Ī), +"
s(k+1)K1

} then f(x̄∗) > f(Ī).

Proof. Since Ī ∩G ,= ∅, we know that

x̄ ∈ Ī ⇒ f(x̄) < f(x̄∗)−min{K2d(x̄
∗, Ī), $$}

Letting K3 = s(k + 1)K1 we have:

f(Ī) = max
x̄∈Ī

f(x̄) +OE(Ī)

≤ f(x̄∗)−min{K2d(x̄
∗, Ī), $$}+OE(Ī)

≤ f(x̄∗)−min{K2d(x̄
∗, Ī), $$} + s(k + 1)K1|Ī |

≤ f(x̄∗)−min{K2d(x̄
∗, Ī), $$}+K3min{K2

K3
d(x̄∗, Ī),

$$

K3
}

≤ f(x̄∗)

Using this set G, we will now construct a resolution pattern (as a function of R) which
satisÞes the properties of Lemma .0.1. Then, by counting the size of the resolution pattern
as a function of R, we can use Proposition .0.2 to calculate the complexity of this class of
problems with respect to CFDP.

Recall that a resolution pattern P consists of n interval partitions Pj. We will give a
process to create an interval partition for arbitary j which will yield our resolution pattern
P . SpeciÞcally, we will create a sequence of interval partitions P 0

j , P
1
j , P

2
j , . . . , P

m
j . We

then create one more set, called Qj to ensure the legality of our eventual partition and

then let Pj =
9&m

i=1 P
i
j

:
∪Qj . It is useful to keep in mind that we are creating a partition

such that every rectangle Ī ∈ A(P) will either have f(Ī) < f(x̄∗) or |Ī| = l.
With this in mind, our Þrst goal is to ensure that any rectangle Ī ∈ A(P) such that

Ī ∩ G = ∅ has the property that |Ī| ≤ +"
s(k+1)K1

. In fact, we would like all Ī ∈ A(P) to
have this property. This is accomplished quite simply. Choose the smallest integer a such
that 1

2a <
+"

s(k+1)K1
. Now we let:

P 0
j = {

1

2a
,
2

2a
,
3

2a
,
4

2a
, . . . ,

2a

2a
} (A-15)

This step alone ensures that when we create our resolution pattern P , that every
Ī ∈ A(P) has |Ī| < +"

s(k+1)K1
. Therefore, every Ī such that Ī ∩ G = ∅ will have the

property that f(Ī) < f(x̄∗).
Now our goal is to make our resolution pattern reÞned enough so that every Ī such

that Ī ∩ G ,= ∅ either has |Ī | = l (i.e. so Ī ∈ M(R)) or has the property that |Ī| <
K2

s(k+1)K1
d(x̄∗, Ī). If the latter property holds, since we are already assured that Ī | <

+"
s(k+1)K1

, we can use Lemma .0.7 to conclude that f(Ī) < f(x̄∗).
To simplify our notation we will let C1 =

K2
s(k+1)K1

. So our goal is to ensure that

|Ī| ≤ max{C1d(x̄
∗, Ī), l}. To do this, we construct our interval partitions in such a way so

that if an interval Ij ∈ P $j (the corresponding interval decomposition) and |Ij| = 2yl, then
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we must have d(x∗j , Ij) ≥ 2y

C1
l. Informally, a region of size 2

C1
l on either side of x∗j must be

�broken up� into pieces of size l, a region of size 22

C1
l on either side of x∗j must be broken

up into pieces of size no bigger than 2l, and in general a region of size 2i

C1
l on either side

on x∗j must be broken up into pieces of size no bigger than 2
i−1l. This must be done to

include all of the region G, that is for i = 1, 2, . . . ,m where m is the smallest integer such
that 2m

C1
l > ∆.

Lets try to make this precise. This section is very technical because we must take
special care to ensure that we have a legal resolution pattern at the end of the process.
We let:

a1 = largest integer w divisible by 2 such that
w

R
< x∗j −

2

C1
l

b1 = smallest integer w divisible by 2 such that
w

R
> x∗j +

2

C1
l

then

P 1
j = {a1, a1 + l, a1 + 2l, a1 + 3l, . . . , b1 − 3l, b1 − 2l, b1 − l, b1}

This step deÞnes the region around x̄∗ such that all rectangles Ī ∈ A(P) in that area
must have |Ī| = l. Precisely, with these points in our resolution pattern, any rectangle Ī
which has d(x̄∗, Ī) ≤ 2

C1
l will have |Ī| = l. Choosing a1 and b1 in that manner ensures the

legality of our Þnal resolution pattern.
In the next step, we deÞne the limits where any rectangle Ī ∈ A(P) must have |Ī| ≤ 2l.

a2 = largest integer w divisible by 4 such that
w

R
< x∗j −

4

C1
l

b2 = smallest integer w divisible by 4 such that
w

R
> x∗j +

4

C1
l

then

P 2
j = {a2, a2 + 2l, a2 + 4l, a2 + 6l, . . . , a1 − 6l, a1 − 4l, a1 − 2l, a1} ∪

{b1, b1 + 2l, b1 + 4l, b1 + 6l, . . . , b2 − 6l, b2 − 4l, b2 − 2l, b2}

We continue this process in general, creating P ij to deÞne the region that we �break

up� into segments of size 2i−1l. We continue until Pmj , so that every rectangle Ī ∈ A(P)
such that Ī ∩G ,= ∅ has the property that |Ī| ≤ min{C1d(x̄

∗, Ī), l}. So precisely:

ai = largest integer w divisible by 2i such that
w

R
< x∗j −

2i

C1
l

bi = smallest integer w divisible by 2i such that
w

R
> x∗j +

2i

C1
l
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then

P ij = {ai, ai + 2i−1l, ai + 2(2
i−1)l, ai + 3(2

i−1)l, . . . , ai−1 − 2(2i−1)l, ai−1 − 2i−1l, ai−1} ∪
{bi−1, bi−1 + 2

i−1l, bi−1 + 2(2
i−1)l, bi−1 + 3(2

i−1)l, . . . , bi − 2(2i−1)l, bi − 2i−1l, bi}

we do this for all i = 1, 2, . . . ,m where again m = 5log2CR∆6. Note that m =
O(logR).

By our construction, we have taken care to make sure that our pattern is legal within
G. The only region where our pattern might not be legal is around am and bm. To ensure
the overall legality, we must ensure that all the �ancestors� of these points are in our
interval partition Pj . So we let:

Qj = { the ancestors of am, bm in the legality tree } (A-16)

Since the depth of the tree is log2(R), clearly |Qj | ≤ 2 log2(R).
Finally we let

Pj =

;
m%
i=0

P ij

<
∪Qj (A-17)

and let

P = (P1, P2, . . . , Pn) (A-18)

It is straightforward from our construction that P fulÞlls the criteria of Lemma .0.1
and is therefore sufficient. Now we need only verify how |P| grows with R.
Lemma .0.8. Under our construction, |P| = O(logR).
Proof. We know that |P| ≤$m

i=0 |P ij |. Furthermore, |P 0
j | is a constant independent of R,

call it C0. It is also not difficult to see that:

|P 1
j | ≤

4
C1
l

l
+ 4 =

4

C1
+ 4

which is also independent of R. Moreover, for i = 2, 3, . . . ,m.

|P ij | =
2i

C1
l

2i−1l
+ 4

=
2

C1
+ 4

So we get:

|P| ≤ C0 +
4

C1
+ 4 + (m− 1)( 2

C1
+ 4) + 2 log2(R)

≤ C2 +mC3 + 2 log2(R) for some constants C2, C3 independent of R

≤ O(logR) since m = O(logR)
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So we have a sequence of sufficient resolution patterns P(R) such that |P(R)| =
O(logR). By Proposition .0.2 we can conclude that our CFDP run time is O((logR)k+2).

Theorem for C2 functions

Theorem .0.9. Suppose the fj are C
2 and that f has a unique maximum x̄∗. Assume

further that the Taylor expansion of f at x̄∗ has a negative-deÞnite matrix coefficient in
the quadratic term and that f respects a graph of tree-width k. Finally, assume there exists
some R1 such that R > R1 implies Ī

∗ is unique. Then coarse-to-Þne dynamic programming
will Þnd the rectangle Ī∗(R) in time O(R

k+2
2 ).

Proof. The proof for this theorem is nearly identical to the previous proof. Once again,
the overestimate factor can be bounded since f is continuous on a compact set. Again,
we deÞne a set G which is a neighborhood of x̄∗ and use it to create a sufficient resolution
pattern P for any big enough resolution R. However, in this case, the relation between
the distance of point x̄ ∈ G from x̄∗ and the difference f(x̄∗) − f(x̄) will be quadratic,
rather than linear. Thus when we use the properties of G to form |P|, we will Þnd that
|P| = O(√R). As a result, our Þnal CFDP complexity will be O((√R)k+2) rather than
O((logR)k+2).

Since f is C2, and [0, 1]n is compact, we can Þnd a constant K1 > 0 such that:

K1 > max{| ∂fi
∂xj

(x̄)|, | ∂f
∂xj

(x̄)|} (A-19)

where the max is taken over all i ∈ 1, 2, . . . s, all j ∈ 1, 2, . . . , n and all x̄ ∈ [0, 1]n where
the partial derivatives exist.

Lemma .0.10. Recall that we deÞned OE(Ī) = f(Ī) − supx̄∈Ī f(x̄). Under the assump-
tions of our theorem we have:

OE(Ī) ≤ s(k + 1)K1|Ī| (A-20)

Proof. The proof is identical to that of Lemma .0.5 in the previous proof.

We will now create the set G for this problem. SpeciÞcally, we will Þnd a ∆ > 0, $$ > 0
and K2 > 0 such that if we deÞne G by:

x̄ ∈ G⇐⇒ xj ∈ [x∗j −∆, x∗j +∆] (A-21)

then we have the following properties

1. x̄ /∈ G⇒ f(x̄) < f(x̄∗)− $$

2. x̄ ∈ G⇒ f(x̄) < f(x̄∗)−K2d(x̄, x̄
∗)2

By expanding f in a Taylor Series, and using the fact that x̄∗ is a maximum, we get:

f(x̄∗)− f(x̄∗ + h̄) = −q(h̄)−R2(h̄) (A-22)
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where q(h̄) is a negative-deÞnite quadratic and R2(h̄) = o(|h̄|2). That is,

lim
|h|→0

R2(h̄)

|h̄|2 = 0 (A-23)

Note that we can rewrite q(h̄) as

q(h̄) = |h̄|2q
+
h̄

|h̄|
,

(A-24)

Now let:

M = min
|h̄|=1

{−q
+
h̄

|h̄|
,
}

and let K2 =
M
2 . Since R2(h̄) = o(|h̄|2), we can Þnd an h0 such that:

|h̄| < h0 ⇒ |R2(h̄)| < K2|h̄|2

So for |h| < h0 we have:

f(x̄∗)− f(x̄) = −q(h)−R2(h̄)

≥ M |h̄|2 −K2|h̄|2
≥ K2|h̄|2

So if G ⊆ Bh0(x̄
∗) then we are assured that the second of our two required properties

is fulÞlled. Now we need only ensure the Þrst property. We can do this by choosing $$ > 0
such that:

{x̄ : f(x̄) ≥ f(x̄∗)− $$} ⊆ Bh0(x̄
∗)

Since f is continuous and x̄∗ is a unique maximum we are guaranteed to Þnd such an $$.
Now we just choose ∆ < h0

n . By our construction, our set G satisÞes both of the required
properties.

Lemma .0.11. If Ī ∩G = ∅ and |I| ≤ +"
skK1

then f(x̄∗) > f(Ī).

Proof. The proof is identical to Lemma 3.6.1 in the linear case.

Lemma .0.12. If Ī∩G ,= ∅ and |I| ≤ min{ K2
s(k+1)K1

d(x̄∗, Ī)2, +"
s(k+1)K1

} then f(x̄∗) > f(Ī).

Proof. Since Ī ∩G ,= ∅, we know that:
x̄ ∈ Ī ⇒ f(x̄) < f(x̄∗)−min{K2d(x̄

∗, Ī)2, $$}

Letting K3 = s(k + 1)K1, we have:

f(Ī) = max
x̄∈Ī

f(x̄) +OE(Ī)

≤ f(x̄∗)−min{K2d(x̄
∗, Ī)2, $$}+OE(Ī)

≤ f(x̄∗)−min{K2d(x̄
∗, Ī)2, $$} + s(k + 1)K1|Ī |

≤ f(x̄∗)−min{K2d(x̄
∗, Ī)2, $$}+K3min{K2

K3
d(x̄∗, Ī)2,

$$

K3
}

≤ f(x̄∗)
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In a similar way to the previous proof, we construct our resolution pattern P . Let
C1 =

K2
s(k+1)K1

.

P 0
j = {

1

2a
,
2

2a
,
3

2a
,
4

2a
, . . . ,

2a

2a
} (A-25)

a1 = largest integer w divisible by 2 such that
w

R
< x∗j −

?
2

C1

√
l

b1 = smallest integer w divisible by 2 such that
w

R
> x∗j +

?
2

C1

√
l

then

P 1
j = {a1, a1 + l, a1 + 2l, a1 + 3l, . . . , b1 − 3l, b1 − 2l, b1 − l, b1}

a2 = largest integer w divisible by 4 such that
w

R
< x∗j −

?
4

C1

√
l

b2 = smallest integer w divisible by 4 such that
w

R
> x∗j +

?
4

C1

√
l

then

P 2
j = {a2, a2 + 2l, a2 + 4l, a2 + 6l, . . . , a1 − 6l, a1 − 4l, a1 − 2l, a1} ∪

{b1, b1 + 2l, b1 + 4l, b1 + 6l, . . . , b2 − 6l, b2 − 4l, b2 − 2l, b2}

ai = largest integer w divisible by 2i such that
w

R
< x∗j −

@
2i

C1

√
l

bi = smallest integer w divisible by 2i such that
w

R
> x∗j +

@
2i

C1

√
l

then

P ij = {ai, ai + 2i−1l, ai + 2(2
i−1)l, ai + 3(2

i−1)l, . . . , ai−1 − 2(2i−1)l, ai−1 − 2i−1l, ai−1} ∪
{bi−1, bi−1 + 2

i−1l, bi−1 + 2(2
i−1)l, bi−1 + 3(2

i−1)l, . . . , bi − 2(2i−1)l, bi − 2i−1l, bi}

we do this for all i = 1, 2, . . . ,m where again m = 5log2CR∆
26. Note that m =

O(logR).
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Finally, we let:

Qj = { the ancestors of am, bm in the legality tree } (A-26)

Since the depth of the tree is log2(R), clearly |Qj | ≤ 2 log2(R).
Again we deÞne:

Pj =

;
m%
i=0

P ij

<
∪Qj (A-27)

and let

P = (P1, P2, . . . , Pn) (A-28)

From our construction, we have forced any rectangle Ī to either have minimum length
l or to have the property that f(Ī) < f(x̄∗). So by Lemma .0.1, we can conclude that P
is sufficient.

Lemma .0.13. Under our construction, |P| = O(√R).
Proof. We know that |P| ≤$m

i=0 |P ij |. Furthermore, |P 0
j | is a constant independent of R,

call it C0. It is also not difficult to see that:

|P 1
j | ≤

2
-

2
C1

√
l

l
+ 4 = C2

√
R+ 4

which is also independent of R. Moreover, for i = 2, 3, . . . ,m.

|P ij | =
2
C1
(
√
2i −

√
2i−1)

√
l

2i−1l
+ 4

=
2
C1
(
√
2− 1)(

√
2i−1)

√
R

2i−1
+ 4

=
C3

√
R√

2i−1
+ 4

Recall that m = 5log2CR∆
26 so we can say m ≤ log2 2CR∆

2

So we get:

|P| ≤ C0 +C2

√
R+ 4 +

m#
i=2

(
C3

√
R√

2i−1
+ 4) + 2 log2(R)

≤ C0 +C2

√
R+ 4m+ C3(

√
R)

+
1√
2
+

1√
4
+

1√
8
+ . . .+

1√
2m

,
+ 2 log2(R)

≤ C0 +C2

√
R+ 4m+ C3(

√
R)(1 +

√
2) + 2 log2(R)

≤ C0 +C2

√
R+ 4(log(2CR∆2) + C3(1 +

√
2)
√
R+ 2 log2(R)

= O(
√
R)
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So we have constructed a sequence of legal, sufficient resolution patterns P(R) for R→∞,
with the property that |P(R)| = O(√R). By Proposition .0.2 the CFDP complexity for
these problems is O(R

k+2
2 ).
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