CLASS 2
Explain the notions of coding, encoding, decoding.

How does the notion of "modeling" fit in?

Does spike-triggered averaging (Figure 1.8) belong to encoding or decoding?

What is the formal definition of the time-dependent firing rate?

Note: in a more mathematical textbook, it would be called a density. 

What is a delta function? What is the goal of using it here? See for instance (1.20).
What is a linear filter? Why is there a minus sign in (1.8) and (1.10)?

Explain Figure 1.4. Practically, for instance when writing a paper on the stimulus response of visual neurons, how would you choose your kernel?

Explain (1.11).
What is an   function? Under what name and role does it occur in probability theory?
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BASIC  PROBABILITY
What is the main difference between a cosine tuning curve and a gaussian tuning curve? 

Practically, how would you decide which one to use?

And how would you adjust the parameters? Can you relate this question to the bias/variance, aka overfitting/underfitting, dilemma? 

Explain (1.20).
What is a renewal process?

What is a Poisson process?

What are the main properties of a Poisson process?
