2.57 a P(AIB) = %ﬁz —d=1
b. P(BIA) =G =4=}
P(A
¢. P(AJAUB)= P(}iUJ)B) =5w37=73

Notice that we are using the additive law of probability, given in Section 2.8.

d. P(AlANB)=£4n8

€.

P{ANB)

P(ANBAUB) = £l408 = 1 =1

‘ 2 58 The necessary probabilities can be obtained directly from the table. To determine
whether or not A and M are independent, look at

P(A)=6 and PAM)=580 =2 =

Hence A and M are independent. For A and F', look at

PA)=4 ad PAF)=200-2_ 4

Hence A and F are independent.

2 . 60 Define the following events:

U: job is unsatisfactory and  A: plumber A does the job

Itis given that P(A) = 4, P(U) = .1, P(AJU) = .5.

b

The probability of interest is

. P(AU) _ PAUYPW) __ 5(.1) _
PUIA) =3y = =pay ~ = “5 =-125.

. P({UJA)=1- P(UJA) =1—-.125 = 875.

) 268 a. The three tests are independent. Thus, the probability in question is

(.05)% = .000125.

b. The probability of at least one mistake equals 1 minus the probability of no

mistakes. The probability of no mistakes is (.95)3. Thus, the probability of at least
one mistake is 1 — (.95)3 = 1 — .857 =".143.

\

273 a. P(current flows) = 1 — P(current is not flowing)

= 1 — P(all three relays are open) = 1 — (.1)* = .999
b. Let A be the event that current flows and B be the event that the relay 1 closed properly

P(BIA) = 588 = £3); since B C A

9 _
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We assume that the Connecticut and Pennsylvania lotteries are independent. Thus
P(666 in Connecticut|666 in Pennsylvania) = P(666 in Connecticut) ’
= &5 = .001
b. P(666 in Connecticut N 666 in Pennsylvania)
= P(666 in Connecticut) P(666 in Pennsylvania)
= (0.001)(1/8) = .000125

2.80 p(aB) = 1 - P(7B)

=1 P(AUB) _ DeMorgan's Law
Aside: P(AUB) < P(A) + P(B) from addition law of probability
therefore, P(AB) > 1 ~ P(4) - P(B)

281 P(landing safely on both jumps) > 1 — .05 - .05 > 90

86 Define the following events:
: I: item comes from line T II: item comes from line I  D: item is defective
Using the approach given in the solution to Exercise 2.57, write
P(D)=P[Dn{IulIl)]=PDnI)+P(DnII)=PDI)P(I)+ P(DUI)P(II)
= .92(.4) + .90(.6) = .908.

287 Define the following events:
A: buyer sees magazine ad
B: buyer sees corresponding ad on television
C': buyer purchases the product
The following probabilities are known:
P(A) = .02 P(B)= 20 P(ANnB) = .01
Now P(AU B) = P(A) + P(B) - P(ANB) = .02+ .20 — .01 = .21. Further,
P(ANB)=1—-P(AUB)=1-21=.79
where the event AN B is the event that the buyer does not see the ad either on
television or in a magazine. Finally, it is given that P(C]AU B) = % and
P(CIANB) = . ltis necessary to find P(C).
P(C) = P(buyer purchases the product)
= P(buyer sees ad and buys) + P(buyer doesn't see ad and buys)
=P[CN(AUB)|+P[CN(ANB)]
P(CIAUB)P(AU B) + P(CIANB)P(AN B)
(3) (21 + (&) (79) = .07 + .079 = .149.

Lock ot a YoyuQa:\;'zon of 3000 Po{:en}cia&, bu\#cfs‘ Then
the number of people :
Raving seen  the ad on mogazine = 3ecoX L = ¢o
Ha,vima, seen  the ad on TV = 3600x L = £060
s 4
F\av\nz, seen the a) on both = 3o0ex Lo = 36

Nt sw"mgf Yhe ad = 2000 -—Céoa—eooa—&o) = 2370 .
The awmber of Pcop\e .
hoving ccen the ad and buying the produst = (600 +6o-30)x L
=210
ot seeing the ad and \ouy\njr the predudr ;237O><,I1—-:.237,
, o

Hence the Pfo\;a\oim)c\} o o (YCM\AVOVB cuskomer LU»\/m%
the Proémd? 6 23T +210 o .49

~—z,
e

oo -




2 90 Let AA = {positive reading for truthful person, negative reading for liar}.
Then the sample space is .
S ={AA, AA, AA, AA}.
P(AA) =.10 x .95 = .095
P(AA) = .10 x .05 = .005
P(AA) = 9 x.95= 855
P(AA)= .9x.05=.045

a. P(AA) = .095
b. P(AA) = 855
c. P(AA) = .005
d. 1-P(AA)=.0955.

You 've %,;\: to believe bhat  both suspects  said
"I dide't do it”

2 96 Let D denote defective and G denote good.
a. The event of interest is the union of the following three mutually exclusive events:
DGGD GDGD GGDD

Note that the last defective must be found on the fourth test, but the other may be
found on test 1, 2, or 3.

Consider the first event. A defective must be drawn on the first test. This occurs
with probability % . A nondefective must be drawn on each of the next two tests;
the probabilities are % and 3, respectively. A defective must be drawn on the fourth
test. This happens with probability 1. The probability of this intersection is

2Y (4Y (3) (1}

| (2) ()3 G)-

The probabilities associated with the other two events are identical to that of the
first. Hence, applying the additive law of probability, we obtain the desired

probability:
2040301 _ 4321 _ 1
IGX3XgX3=INGEGE =5
b. We must locate the second defective refrigerator on the second, third, or fourth test.

Call this event A. Consider the following events:
A;: the second defective is found on the second test
Aj: the second defective is found on the third test
Aj;: the second defective is found on the fourth test
Then A = A; U A3 U Aj; is the union of three mutually exclusive events and
P(A) = P(A1) + P(4;) + P(4;)
P(A3) = 1 was found in part a. The event A; = DD is the only way to obtain the
second defective on the second test, and
P(A)) = P(DD) = % X % = -11?
A, is the union of the two mutually exclusive events, DG D or G DD, which occur
with equal probabilities
P(DGD)=P(GDD)=%4xix1=4% 50 P(4) =%
Thus,
P(A) = P(A)+ P(A) + P(As) =L +E+1=1
c. One of the two defectives has been found in the first two tests. Thus there are three
“nondefectives and one defective remaining. The other defective must be found on
the third or fourth test. Call this event B, and express it as the union of two
mutually exclusive events defined below:
B,: the second defective is found on the third test
B,: the second defective is found on the fourth test
Now the probability of event By is P(B)) = % Also, the probability of event By,
which is the intersection of a nondefective on the third draw and a defective on the
fourth, is P(B;) = 3 x 3 = 1. The event of interest is
P(B)=P(BiUB:) = P(B1) + P(By) = +} = 5.



2.97 .. 1

b. (1) x (&) =1 second try
() x (=) x () =1 third try *
¢.  P[gain access] = P(first try) + P(second try) -+ P(third try)
—3ehei=g

2 . 99 Define these events:
D: person has the discase =~ and H: test says person has the disease

Then P(H|D) = .9; P(H|D) = .9; P(D) = .01; P(D) =.99. Using Bayes's Rule,

_ P(HID)P(D = _(90) o0
P(DIH) P(HID)P(D)+P(HIDYP(D) — (OYOD+(.1)(99) — 108 — 13-

P(D}ﬁ) = P(ﬁ‘b)'P(D) ___,_O'IXO-O'
PGHD)'P(@—'- P(ﬁ}ﬁ)-?@) 0-ixo-of +0.9 x0-99

2 . 1 04 Define these events:

C': contract lung cancer S: worked in a shipyard
Then P(S|C) = .22 and P(S|C) = .14. Also, P(C) = .0004. Using Bayes's Rule,
P(C|S) = P(SIC)P(C) = {.22)(.0004) — 000088
= P(SIC)P(C)+P(SICYP(C) — (-22)(10004)+(.14)(.9996) — 140032
= .0006 '

21 1 1 Define these events:
G: student guesses _ C: student correctly answers question
We know P(G) = 2, P(C|G) = 1, and P(CIG) = 25. Thus,
CCY — CIG)P(G — (1)(.8) — .8 _
PICIC) = Remirer picere = Tancers = & = 9412

2 . 1 1 4 Let A = woman's name selected from list 1 and B = woman's name selected from Jist 2.

Then o _
P(A)=3,P(BlA)=¢,P(BlA)=1}.

Now .
B — P(BIA)P(A) — (5 _ 30
P(A|B) = P(F|A)P(A)+P(§|A)R(A) R OIONUIOEEE
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