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What is Federated ML and Why do we need it?



Problems with Large Scale Machine Learning

Simply scaling machine learning models does not work!

Must consider:

Privacy

Communication and Computation Costs

Unbalanced/Biased Dataset



https://www.the-scientist.com/the-nutshell/anonymous-genomes-identified-39362
https://www.wired.com/2007/12/why-anonymous-data-sometimes-isnt/

Data Privacy

https://www.the-scientist.com/the-nutshell/anonymous-genomes-identified-39362
https://www.wired.com/2007/12/why-anonymous-data-sometimes-isnt/


https://www.nytimes.com/2018/07/08/business/china-surveillance-technology.html?auth=login-email&login=email

https://www.nytimes.com/2018/07/08/business/china-surveillance-technology.html?auth=login-email&login=email


How about global warming?



Possible Solutions for Privacy Concerns

Encryption (Centralized)

Homomorphic encryption - operates on encrypted data

Most secure, but expensive to compute

Suitable for statistical computation

Federated Learning (Decentralized)

Send trained model parameters to server

No direct exposure of private data



Problem Setup

Finite Sum Problem (for any ML)

“ Minimize the mean loss on given data with weights ”



Federated Optimization Problem

“ Minimize the weighted sum of mean loss of random set of clients ”

We now have to consider:

Non-IID Datasets

Unbalanced

Massively Distributed

Limited Communication



Time

1. Broadcast Server Weights

2. Train

3. Aggregate Trained Client Weights

4. Repeat

SERVER

CLIENT CLIENT CLIENT CLIENT

SERVER



Federated Averaging and FedSGD

Federated Averaging (FedAvg)

Shares updated parameters

Federated SGD (FedSGD)

Shares local gradients

Baseline algorithm for FedAvg

Special case of FedAvg:
Single local batch (B = ∞)
Single local epoch (E = 1)

 

https://arxiv.org/pdf/1602.05629.pdfz

https://arxiv.org/pdf/1602.05629.pdf


Federated Averaging Demo

https://colab.research.google.com/drive/1p98m12ID-czEL2WyJSN1YI2tTExz71H3

NOTE: FedAvg can be applied to any ML models! (not just deep learning)

Convergence Rate on Non-IID (w.r.t. Local Epochs) :

https://arxiv.org/pdf/1907.02189.pdf

https://colab.research.google.com/drive/1p98m12ID-czEL2WyJSN1YI2tTExz71H3
https://arxiv.org/pdf/1907.02189.pdf


Federated Averaging is Not Perfect!
No huge improvement on client computational costs (for big model)

Information Leakage from shared weights 

Imbalance in contribution of individual clients

- Some clients have more to gain from their share of contributions



Information Leakage from Collaborative Learning
Possible Attacks on Collaborative Learning Models

https://arxiv.org/pdf/1702.07464.pdf

https://arxiv.org/pdf/1702.07464.pdf




Split Neural Networks (SplitNN)
New Federated Learning Method (Split Learning)

Claims to have achieved lower computation costs and bandwidth, especially in large scale

Client Side Server Side

... ...

Logits

Gradients

https://arxiv.org/pdf/1812.00564.pdf

https://arxiv.org/pdf/1812.00564.pdf


Configurations



Things to Consider
Problem : A client may not want to share labels to others (other clients, server)

- Sharing labels can lead to information leakage

- Which “metric” to optimize for training?
- Constrained Covariance

- Distance Correlation

- Max Mean Discrepancy

- Kernel Target Alignment

- Maximal Information Coefficient



SplitNN Demo
https://colab.research.google.com/drive/1GG5HctuRoaQF1Yp6ko3WrJFtCDoQxT5_#scrollTo=esvT5OgzG6Fd

- Replication Demo for Vanilla Configuration (Label Sharing)

https://colab.research.google.com/drive/1GG5HctuRoaQF1Yp6ko3WrJFtCDoQxT5_#scrollTo=esvT5OgzG6Fd


Future Works
- Completely Decentralized Learning Scheme

- No need for Central Authority (Server)

- Room for Improvement in Computation/Communication Costs

- Reduction of Information Leakage

- Better published frameworks for easy implementation

- Game Theory Approach for Analysis
- Balancing individual contributions



Github Link for Source Code
https://github.com/pulpiction/APMA-DRP-Project

https://github.com/pulpiction/APMA-DRP-Project

