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Abstract of “Single Particle DPD: Algorithms and Applications,” by Wenxiao Pan, Ph.D.,
Brown University, May 2010

This work presents the new single particle dissipative particle dynamics (DPD) model for

flows around bluff bodies that are represented by single DPD particles. This model leads to

an accurate representation of the hydrodynamics and allows for economical exploration of

the properties of complex fluids. The new DPD formulation introduces a shear drag coeffi-

cient and a corresponding term in the dissipative force that, along with a rotational force,

incorporates non-central shear forces between particles and preserves both linear and angu-

lar momenta. First, we simulated several prototype Stokes flows to verify the performance

of the proposed formulation. Next, we demonstrated that, in colloidal suspensions, the

suspended spherical colloidal particles can effectively be modeled as single DPD particles.

In particular, we investigated the rheology, microstructure and shear-induced migration

of a monodisperse colloidal suspension in plane shear flows. The simulation results agree

well with both experiments and simulations by the Stokesian Dynamics. Then, we devel-

oped a new low-dimensional red blood cell (LD-RBC) model based on this single particle

DPD algorithm. The LD-RBC model is constructed as a closed-torus-like ring of 10 DPD

particles connected by wormlike chain springs combined with bending resistance. The LD-

RBC model is able to capture the linear and non-linear elastic deformations for healthy

and malaria-infected cells. Also, it reproduces the key features of blood flow in vessels

such as the cell free layer, the Fahraeus effect and the Fahraeus-Lindqvist effect, except

for capillaries of sizes comparable to the cell diameter. The discrepancy is caused by the

simplified representation of the RBC 3D structure, which becomes more critical for blood

flow in small tubes. Finally, we examined the effect of aggregation of RBCs on the blood

rheology. To reproduce the tendency of RBCs to form structures known as “rouleaux”, a

weak anisotropic attractive interaction derived from the Morse potential is included with

each RBC. A reversible rouleau formation is reproduced. The presence of rouleaux causes a

great increase in the low-shear-rate viscosity of the suspensions, and a non-zero yield stress.

Both are consistent with experimental studies.
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Chapter 1

Introduction

1.1 Motivation

Particles suspended in a fluid phase exist in many applications involving the transport of

colloids, macromolecules, biomolecules such as DNA, and blood cells such as red blood cell

(RBC). The properties of these particulate systems are often determined by their mesoscale

structures, i.e., structural features between the microscopic (atomistic) scale and the macro-

scopic scale, thus endowing complex fluids with uniquely interesting features [50]. Recently

developed experimental techniques allow for control, manipulation and visualization of the

dynamics of single particle entities as well as groups of suspended entities. However, in

many applications it is not always feasible to measure precisely the desired properties of

complex multi-component suspensions. This motivates the need for new physical models

together with computational techniques to simulate them, and thereby to understand the

properties of such systems.

In general, the mesoscale structures to be modeled are too intricate to be handled

by continuum computational fluid dynamics (CFD) techniques, while Molecular dynamics

(MD) is inappropriate at scales much beyond the atomistic. Several approaches to meso-

scopic modeling are currently available, the most common being: Brownian dynamics (BD),

Lattice Boltzmann method (LBM), and Dissipative particle dynamics (DPD). Proposed by

Hoogerbrugge and Koelman [85], DPD is widely believed to be capable of mesoscopic simu-

lations which include hydrodynamic forces. Although it is a stochastic simulation technique

similar to MD, the basic DPD particles which represent the fluid are of mesoscopic scale

rather than the molecule level of MD. Thus, individual DPD particles represent the collec-

1



2

tive dynamic behavior of a large number of molecules as a “lumps” of fluid. These particles

interact through effective potentials, which are much softer than the bare interaction poten-

tials between molecules. Therefore, in DPD much longer time steps can be used, allowing

the simulation of dynamical phenomena over much longer time scales. Also, DPD implic-

itly accounts for hydrodynamic interactions by employing velocity-dependent dissipative

forces, a feature that contrasts with the explicit interactions of Brownian dynamics (BD).

In a number of examples, DPD simulations have been shown to compare well with the

corresponding solutions of the continuum hydrodynamic equations.

To study a variety of dynamical phenomena in complex fluids, flows past spheres or any

other bluff bodies are simulated. In molecular and mesoscopic particle-based simulations,

those bodies are typically represented by hundreds of particles. For example, in DPD

simulations of flow past a single sphere reported in [27], 452 particles were employed to

represent the sphere in order to obtain the correct hydrodynamics, and hence the correct

value of the drag force. In biological flows in small arteries where explicit modeling of

red blood cells (RBCs) is often required, spectrin-level models employ hundreds to ten

thousands particles to represent a single RBC [103, 145]. Such multi-particle representations

may render a simulation prohibitively expensive. For example, in an arteriole of 50µm

diameter (500µm length) with 35% of volume occupied by RBCs, it would require millions

to hundreds of millions of particles to represent the flow. On the other hand, in some DPD

simulations of polymeric and colloidal solutions, the polymer beads and colloidal particles

are typically represented by single DPD particles [172, 150], which makes such simulations

very efficient. However, little is known about the smallest scales at which hydrodynamic

behavior can be effectively captured with single DPD particles. For example, in BD the

standard model of a linear polymer is a chain of beads connected by spring forces. These

chains are immersed in a continuous Newtonian solvent, and the spherical bead size can be

inferred only through the friction constant together with the assumption of Stokes law. In

DPD, polymers are represented as chains of DPD particles connected by the same spring

forces [172], and they are immersed in a solvent of free DPD particles. It is important to

infer the equivalence of DPD particles and BD beads.
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1.2 Objective

The objective of this work is to verify whether DPD particles immersed in a sea of DPD

particles behave like Langevin particles suspended in a continuous Newtonian fluid solvent.

First, we investigate low Reynolds number flow past single DPD particles (point centers

of repulsion) and their clusters. The effective radius of the DPD particle is determined by

the Stokes-Einstein equation from the calculated coefficients of self-diffusion and viscosity

of the fluid. The yield intrinsic radius is equal to in the limit of small Reynolds number the

radius calculated from Stokes law when flow past a single fixed DPD particle. Hydrodynamic

interactions were studied with Stokes flow past two DPD particles, and single DPD particles

in bounded uniform flow and in plane Poiseuille flow. Additional simulations examined

closely spaced multi-particle clusters(straight-chains and hexagonal-packed aggregates). For

all cases of rigid bodies the simulation results are in good agreement with predictions derived

analytically from the continuum Stokes system.

However, in standard DPD formulation, a single DPD particle is subject to central pair-

wise forces only, which effectively ignores the non-central shear forces between dissipative

particles. Therefore, with the standard DPD formulation, the particles do not have angular

velocities and torques. But in real, the immersed solid particles are supposed to have both

linear and angular momenta, as well as forces and torques. A formulation, named as fluid

particle model (FPM), is proposed by Espanol and collaborators [55, 54], to overcome this

deficiency of DPD. Compared to the standard DPD [85, 58, 77], this FPM incorporates two

additional non-central shear components into the dissipative forces. In such a way, torques

and angular momenta are included for FPM particles. Dynamical and rheological properties

of colloidal suspensions in simple fluid solvents were simulated by FPM with some success

in [150]. However, the drag force and torque on a solid sphere represented by a single

FPM particle in the formulation of Ref. [150] does not match the continuum hydrodynamic

values. To overcome this problem, a new formulation of DPD is proposed in this work. In

particular, we introduce a shear drag coefficient and a corresponding term in the dissipa-

tive force, which along with the angular momentum incorporate non-central shear forces

between particles and preserve the angular momentum. The new formulation has the spirit

of FPM, but leads to correct hydrodynamics in flows around bluff bodies represented by a

single particle. Several prototype flows are tested to verify the performance of the proposed
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formulation with comparisons against theoretical and continuum-based simulation results.

With the correct hydrodynamics in flows around bluff bodies represented by a single

DPD particle, colloidal suspensions and red blood cell (RBC) suspensions are two target

particulate systems that we aim to study. And we are interested in their hydrodynamics

and rheology.

Specifically, it is found that suspended spherical colloidal particles can be effectively

modeled as single DPD particles provided that the conservative repulsive force is appropri-

ately chosen. Using the new single particle DPD formulation we investigate the rheology,

microstructure and shear-induced migration of a monodisperse suspension of colloidal par-

ticles in plane shear flows (Couette and Poiseuille). Our simulations yield relative viscosity

versus volume fraction predictions in good agreement with both experimental data and em-

pirical correlations. The shear-dependent viscosity and the first and second normal-stress

coefficients are also computed in both Couette and Poiseuille flow. Simulations near the

close packing volume-fraction (64%) at low shear rates demonstrate a transition to flow-

induced string-like structures of colloidal particles simultaneously with a transition to a

non-linear Couette velocity profile in agreement with experimental observations. After a

sufficient increase of the shear rate the ordered structure melts into disorder with restora-

tion of the linear velocity profile. Migration effects simulated in Poiseuille flow compare

well with experiments and other numerical simulations. The important role of angular mo-

mentum and torque in non-dilute suspensions is also demonstrated when compared with

simulations by the standard DPD, which omits the angular degrees of freedom.

To investigate the hydrodynamics and rheology of RBC suspensions, a new low-dimensional

RBC (LD-RBC) model is developed based on the proposed single particle DPD formula-

tion. The LD-RBC model is constructed as a closed-torus like ring of 10 colloidal particles

connected by wormlike chain springs combined with bending resistance. Each colloidal par-

ticle is represented by a single DPD particle with a repulsive core. The LD-RBC model

is able to capture the essential mechanical properties of RBCs, and allows for economical

exploration of the rheology of RBC suspensions. Specifically, we find that the linear and

non-linear elastic deformations for healthy and malaria-infected cells match those obtained

in optical-tweezers experiments. Through simulations of some key features of blood flow

in vessels, i.e., the cell-free layer (CFL), the Fahraeus effect and the Fahraeus-Lindqvist ef-

fect, it suggests that the LD-RBC model captures the essential shear flow properties of real
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blood, except for capillaries of sizes comparable to the cell diameter. The discrepancy is due

to the insufficient representation of the exact RBC three-dimensional shape and structure,

which becomes essential for blood flow behavior in small tubes. To prove the capability

of the model in simulating blood flow in complex geometry, the influence of a geometrical

constriction in the flow on the enhancement of the downstream CFL was investigated. We

found a good agreement with the recent experiments [62]. Finally, we examined the effect

of aggregation of RBCs on the blood rheology. We included a weak anisotropic attractive

interaction derived from the Morse potential in each RBC, in order to reproduce the ten-

dency of RBCs to form structures known as “rouleaux”. The effect of rouleaux is to greatly

increase the viscosity of the model suspensions at low shear rates. And a non-zero yield

stress is found when the Casson plot of shear stress versus shear rate is extrapolated to zero

shear rate. The results are comparable with experimental observations.

We also propose a method to simulate multiphase flows with both vapor-liquid and

liquid-solid interfaces in complex microchannels or networks, based on the many-body DPD

(MDPD) scheme. Since only the conservative force is modified for fluid particles, the method

is easy to be incorporated into the proposed single particle DPD algorithm. Therefore, it

might provide a novel way to simulate complex fluids with suspended particles or bluff

bodies in capillary networks or porous media, where the capillary force is dominant and

the free surfaces and wetting phenomena are important, which will be investigated in the

future.

1.3 Main contributions

The main novel contributions of this work are as follows.

• The new formulation we developed to generalize the DPD model. This new formula-

tion includes the angular momentum and torque for DPD particles. We introduce in

detail this new formulation in Chapter 3.

• The single particle DPD model we proposed based on the new formulation. The

idea of this model is to simulate spherical solid particles in complex fluids with single

DPD particles. The advantage of this approach is that the correct hydrodynamics

is reproduced and the essential physics of colloidal suspensions is captured correctly
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with a much cheaper computational cost. We describe the model and its simulation

results in Chapter 2, 3 and 5.

• The idea of low-dimensional model we proposed based on the single particle DPD

model. The idea here is that we can construct different shapes of solid bodies from a

small number of DPD particles. As an example, we simulated the red blood cell with

this low-dimensional model and reproduced the essential properties of the RBC and

its suspensions. We discuss this contribution in Chapter 6.

• The aggregation model we developed to produce the reversible rouleau formation.

Also, the effect of rouleaux on the blood rheology is reproduced in our simulations,

and the results have a good agreement with available experimental data. As far as we

know, these are achieved for the first time in numerical simulations. All the details

about this work is described in Chapter 7.

• The multiphase flow model based on the many-body DPD (MDPD) scheme. The

flows along wetting/nonwetting solid surfaces in microchannels and networks are re-

produced. In Chapter 4, the model is explained in detail.

1.4 Outline

Studies presented in this work are organized as follows.

• In Chapter 2, hydrodynamic interactions were studied with Stokes flow past two DPD

particles, and single DPD particles in bounded uniform flow and in plane Poiseuille

flow. Also, closely spaced multi-particle clusters(straight-chains and hexagonal-packed

aggregates) in flow were examined.

• Chapter 3 introduces the proposed new formulation to generalize the DPD model by

incorporating angular variables to yield quantitatively correct hydrodynamic forces

and torques on a single DPD particle.

• Chapter 4 reports the simulations of multiphase flow by the many-body DPD (MDPD)

scheme. The surface tension at the vapor-liquid interface was calculated according to

the Young-Laplace relation. The slip lengths of the flow were examined at situations
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where the fluid was subjected to flow along nonwetting solid surfaces. The flows with

wetting in complex microchannels or networks are also presented.

• In Chapter 5, we examined the applicability of this new formulation in reproducing

the correct hydrodynamic characteristics of colloidal suspensions. In particular, we

investigated in detail the rheological behavior of colloidal suspensions, structure pat-

terns and shear-induced migration of colloidal particles at a range of volume fractions

and shear rates.

• Chapter 6 decribes the application of the proposed single particle DPD model in

simulating RBCs. A new LD-RBC model was developed. Simulation results from the

LD-RBC model are presented and are compared with experimental results. This study

includes the mechanical response of RBC under stretching, the Fahraeus effect, the

Fahraeus-Lindqvist effect, and the CFL of blood in tube flow, as well as the influence

of a geometrical constriction in the flow on the enhancement of the downstream CFL.

• Chapter 7 presents the influence of rouleaux in RBC suspensions on the blood rheol-

ogy. A reversible rouleau formation was achieved, using the proposed LD-RBC model

further including a weak anisotropic attractive interaction derived from the Morse po-

tential. The shear-dependent viscosity and yield stress were calculated and compared

with experiments.

We conclude in Chapter 8 with a summary and a brief discussion about the future work.



Chapter 2

Hydrodynamic interactions for

single dissipative particle dynamics

particles and their clusters

2.1 Introduction

In this chapter, we investigate the low Reynolds number flow past single dissipative par-

ticle dynamics (DPD) particles (point centers of repulsion) and their clusters using DPD

simulations. We determine the smallest length scales at which hydrodynamic behavior can

be effectively captured based on the standard DPD formulation. We aim to verify whether

DPD particles immersed in a sea of DPD particles behave like Langevin particles suspended

in a continuous Newtonian fluid solvent, the basis of Brownian dynamics (BD).

Some previous studies assumed that DPD particles, point centers of repulsion, have no

intrinsic size, and hence ‘ab initio’ that the sphere size is prescribed by the creation of a

structure of frozen DPD particles. For example, Chen et al. [27] used DPD to simulate

Stokes flow past a sphere constructed from 452 fixed DPD particles surrounded by a fluid of

free DPD particles, and their simulations gave very good agreement with the Stokes law. On

the other hand, in some DPD simulations of polymeric and colloidal solutions, the polymer

beads and colloidal particles are typically represented by single DPD particles [172, 150],

which makes such simulations very efficient. However, no convincing evidence exists to

show individual DPD particles can interact at an intrinsic length scale to correctly simulate

8



9

hydrodynamic interactions characteristic of low Reynolds number (Stokes) flow.

In Brownian dynamics (BD), a linear polymer is modeled as a chain of beads connected

by spring forces and then immersed in a continuous Newtonian solvent. The size of the

spherical bead can be inferred only through the friction constant together with the assump-

tion of Stokes law. In DPD, a standard model of a linear polymer is a chain of DPD particles

connected by the same spring forces, and they are immersed in a solvent of free DPD par-

ticles. It is important to know whether these are equivalent polymer solution models. This

work does not include polymer chains, but it does examine the apparent hydrodynamic

behavior of individual DPD particles. In order to infer the equivalence of DPD particles

and BD beads it is necessary to introduce an intrinsic scale for the DPD particles. Our

principal test is to compare two effective DPD radii calculated by independent means. From

the calculated coefficients of self-diffusion and viscosity the Stokes-Einstein equation yields

an intrinsic radius (RSE), and from simulations of flow past a single fixed DPD particle a

second radius (RS) is calculated from Stokes law. In the limit of small Reynolds number

the two radii were found to approach each other.

Hydrodynamic interactions were studied with the classic low Reynolds number (Stokes)

flows past single fixed particles and groups of them in: (1) unbounded uniform flow past a

single fixed particle; (2) bounded uniform flow past a fixed particle set close to one boundary;

(3) Poiseuille flow past a fixed particle; (4) unbounded flow past two fixed particles aligned

with and perpendicular to the streamlines respectively. Then for spheres of radius RSE

with a fixed DPD particle at their centers we investigate (5) unbounded uniform flow past

straight chains of spheres, ranging from 2 to 15 diameters, perpendicular the flow direction;

(6) unbounded uniform flow past hexagonal-closed-packed aggregates, ranging from 3 to 13

spheres.

This chapter is organized as follows. In section 2.2 we describe the DPD method em-

ploying the original thermostat [58, 77] and the Lowe-Anderson thermostat [111]. Section

2.3 contains investigation of the classic flow problems past a single particle. The flow past

a cluster of particles is presented in section 2.4. We conclude in section 2.5 with a brief

discussion.
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2.2 DPD formulation

Dissipative Particle Dynamics is a mesoscopic simulation method introduced by Hooger-

brugge and Koelman [85]. Unlike MD, each DPD particle represents a cluster of atoms or

molecules rather than an individual atom, and can be considered as a soft fluid volume.

However similar to MD, the DPD system consists of N point particles of mass mi, position

ri and velocity vi.

2.2.1 DPD governing equations

DPD particles interact through three pairwise-additive interparticle forces: conservative,

dissipative and random forces defined respectively as

FC
ij = FC

ij (rij)r̂ij ,

FD
ij = −γωD(rij)(vij · r̂ij)r̂ij ,

FR
ij = σωR(rij)ξij r̂ij ,

(2.1)

where r̂ij = rij/rij , and vij = vi − vj . The coefficients γ and σ define the amplitude of

the dissipative and the random forces, respectively. In addition, ωD and ωR are weight

functions, and ξij is a normally distributed random variable with zero mean, unit variance,

and ξij = ξji . The forces in DPD vanish beyond the cutoff radius rc, which defines the

length scale. The conservative force assumes a linear profile given by

FC
ij (rij) =





aij(1− rij/rc) for rij ≤ rc,

0 for rij > rc,
(2.2)

where aij = √
aiaj and ai, aj are conservative force coefficients for particles i and j, respec-

tively.

The DPD thermostat consists of random and dissipative forces which maintain the

equilibrium temperature T , through the fluctuation-dissipation theorem to be satisfied [58]

by:

ωD(rij) =
[
ωR(rij)

]2
(2.3)

σ2 = 2γkBT, (2.4)
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where kB is the Boltzmann constant, and the weight function is given by

ωR(rij) =





(1− rij/rc)k for rij ≤ rc,

0 for rij > rc,
(2.5)

where k = 1 for the original DPD method. However, other choices (e.g., k = 0.25) for these

envelopes have been used [63, 66, 171] in order to increase the viscosity and the Schmidt

number of the DPD fluid. The Schmidt number is defined as Sc = µ
ρD , where µ is the shear

viscosity of the fluid, ρ is the density, and D is the coefficient of self-diffusion.

The time evolution of velocities and positions of particles is determined by Newton’s

second law of motion similarly to the MD method, which is integrated using the modified

velocity-Verlet algorithm [77].

2.2.2 Lowe-Andersen thermostat

The soft potential used in DPD does not transport momentum as efficiently as the Lennard-

Jones interparticle potential used in MD. Thus, the intrinsic viscosity of the system is of

order of the diffusivity which yields a gas-like Schmidt number of order O(1) [77, 171] in

contrast to Sc ∼ O(103) characteristic of liquids. Taking exponent k to be less than 1 in

the definition of the weight function (eq. 2.5) yields Sc ∼ O(10), a value still two orders

of magnitude lower than that of real liquids, and thus may have a significant effect on the

hydrodynamic interactions exhibited by the fluid.

An alternative means to increase the viscosity and the Schmidt number of DPD fluids

was proposed by Lowe [111]. His approach employs the same conservative forces FC
ij , but

defines a new thermostat without explicit dissipative and random forces. Lowe’s method is

employs the Andersen thermostat [6] which periodically corrects particle velocities using the

Maxwellian velocity distribution. Unlike the Andersen method, Lowe’s replaces the relative

velocities vij of particle pairs with new velocities drawn from the Maxwellian distribution.

The relative velocity exchange of each particle pair is performed at every time step with

probability Γ∆t, where Γ is a “bath collision” frequency and the timestep ∆t is set in the

simulation. In the limiting case of Γ∆t = 1 thermalization/dissipation occurs at every time

step for all particle pairs examined. The Lowe-Andersen thermostat substantially enhances

the fluid’s viscosity compared to the standard DPD thermostat described above, and this

allos liquidlike Schmidt numbers to be realized for the DPD fluid. A detailed overview of
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the performance of available thermostats and integration schemes is given in [129].

The DPD method with the Lowe-Andersen thermostat (referred as the Lowe’s method

herein) appears to be superior in simulations where hydrodynamic interactions are of great

importance. However, the Lowe-Andersen thermostat inherits some known problems of the

Andersen thermostat, such that it affects the thermal transport properties. Recent work

by Koopman and Lowe [96] showed that the Lowe-Andersen thermostat performs much

better than the Andersen thermostat, and can be considered to have a negligible effect on

the transport properties for values of Γ up to several hundred. Our work employs values

of Γ well within that range. In addition, it is not clear for the Lowe’s method how to

accurately impose the no-slip boundary condition for wall-bounded systems, and this limits

its application to essentially periodic domains.

2.3 Flow past a single particle

Here we investigate whether a single DPD particle, immersed in a fluid composed of identical

DPD point-particles, responds statistically as if the latter were a continuum exerting upon

it the hydrodynamic forces implied by such behavior. This hypothesis will be tested by

DPD calculations of the resistance exerted on a single, stationary DPD-particle when the

remaining particles move past it under macro-conditions corresponding to low Reynolds

number flow. Once the force on the stationary particle and the streaming velocity of the

moving particles are determined, the assumption of Stokes law together with a measured

viscosity yields a hydrodynamic particle radius RS . A measurement of the coefficient of

self-diffusion allows an alternative radius RSE to be calculated independently by means of

the Stokes-Einstein equation; these radii are given by:

RSE =
kBT

CD∞πµ
, (2.6)

CRS =
F

πµU∞
, (2.7)

where D∞ is the diffusion coefficient of a particle subject to Brownian motion in an un-

bounded domain, and µ is the shear viscosity of the surrounding fluid. In Stokes law, U∞ is

the streaming velocity in an unbounded domain. The resistance coefficient C is determined

by the hydrodynamic boundary conditions (BCs) on the surface of the particle, assumed
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to be a sphere. Einstein derived his relation for solid spheres (C = 6) upon whose surfaces

the solvent adheres. For simulations of particle models, the diffusion coefficient is calcu-

lated from displacement data obtained from an equilibrium simulation using the long-time,

mean-square displacement (MSD) relation of Einstein, but without the assumption of the

surface BC, as

CD∞ = lim
t→∞

< |r(t)− r(0)|2 >

t
, (2.8)

where < · > represents the ensemble average, and r(t)− r(0) is the particle position at

time t relative to its initial position. Einstein and those who followed (see Moelwyn-Hughes

[124]) assumed C = 6 corresponding to Stokes law. Here we note that what is calculated

from MSD is CD∞, and therefore on the basis of such information the radius RSE as

determined from the Stokes-Einstein relation (2.6) is independent of the sphere’s surface

boundary condition. This suggests that simulations which measure the drag force on a

particle as a function of the streaming velocity can yield the resistance coefficient C if RS

is equated to RSE in equation (2.7). In contrast, measured diffusion coefficients of binary

molecular mixtures are derived from concentration measurements, and when combined with

radii derived independently from molar volumes yield estimates of C from the Stokes-

Einstein equation. Li & Chang [104] showed that for molecules having approximate spherical

symmetry 6 ≥ C ≥ 4, where the upper bound is appropriate for diffusing species much

larger than the solvent molecules while the lower bound, corresponding to perfect slip

BC’s, holds as the sizes approach each other, i.e. self-diffusion. In the latter case no clear

theoretical grounds exist for the limitations of the Stokes-Einstein equation since the theory

of Brownian motion is based on mesoscopic particles dispersed in a continuous solvent.

However, a limitation is suggested when the diffusing species is smaller than the solvent

molecules, and then C is found to be less than 4, the lowest possible hydrodynamic value

for an impenetrable sphere.

Figure 2.1 shows the equilibrium, radial distribution function g(r) for the DPD particles

of this work plotted as a function of the dimensionless argument r/RSE . The area to the

left of the vertical line r = RSE is about 0.5% of the total area under the curve. This

implies that the “Stokes-Einstein” sphere is nearly impenetrable with only a small fraction

of the total binary collisions/interactions occurring within it.

The DPD simulation of streaming past a body in unbounded Stokes flow involves the same
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Figure 2.1: The radial distribution function g(r) as a function of the dimensionless argument
r/RSE . Here RSE = 0.206, its average value for Reynolds numbers(< 0.01).

difficulties as is encountered in the physical experiment, namely inertia and long range wall-

effects. The latter are expressed by the general velocity-correction formula for a specified

force (Happel and Brenner) [79] as

U∞ = U +
k · F
6πµL

+ O(RS/L), (2.9)

where U is the streaming velocity in the bounded domain when F is the drag force. The

dimensionless wall-effect tensor k is determined solely by the boundary conditions and shape

of the container. The wall-effect is usually presented as a force correction with the velocity

taken as U∞. By means of the formal Green’s function solution Williams [191] gave a

direct derivation of equation (2.9) by solving the inverse problem, i.e. F specified with

U to be determined. Caswell [23] extended the result to non-Newtonian fluids where µ is

then the zero shear-rate viscosity, and U∞ is a non-linear function of F. The higher order

terms generally depend on the boundary conditions and shapes of both the container and

the body. As the Reynolds number increases from zero, inertia-effects gradually obliterate

the O(1/L) wall correction and replace it with the Oseen linear correction (Happel and

Brenner) [79] for an unbounded domain.
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2.3.1 Simulation parameters

The DPD parameters used in the simulations are summarized in table 2.1, where n is the

n a γ σ kBT rc

3 25 4.5 3 1 1

Table 2.1: DPD simulation parameters.

number density and a is the conservative force coefficient. The exponent k (eq. 2.5) of the

DPD thermostat was given two values, 0.25 and 1.0, and the Lowe-Andersen thermostat

parameter Γ was varied from 10 to 150. The shear viscosity µ of the DPD fluid was

determined by the reverse Poiseuille flow (RPF) method of [8]. Since all the DPD particles

are identical, equation (2.8) yields the coefficient of self-diffusion when applied to equilibrium

displacement data. The statistically best values are found by averaging over all particles

in the simulation box of size 10. To verify that these values are independent of box size,

the equilibrium simulations were repeated in a box of twice the size, and the resulting

coefficients were found to differ by less than 0.5%.

Table 2.2 gives the following properties RSE , µ, D∞, and the Schimdt number Sc = µ
ρD∞

for different DPD fluids used in the simulations. In table 2.2 values of the particle radius

RSE for the listed DPD parameters remain remarkably constant, and at least part of the

deviations can be attributed to statistical errors in the calculation of the fluid’s viscosity

and self-diffusion coefficient. In these simulations only the thermostat parameters are varied

while the DPD conservative pairwise interactions are held constant. This suggests that RSE

is determined solely by the latter. In fact, it is known that the equilibrium fluid structure

is fully characterized by the radial distribution function (RDF) (see figure 2.1) which is

Fluid Γ (Lowe-Andersen) RSE µ D∞ Sc

1 10 0.203 4.291 0.0609 23.487
2 50 0.213 20.96 0.0119 587.17
3 80 0.206 34.81 0.0074 1567.8
4 100 0.214 40.61 0.0061 2218.9
5 150 0.206 64.48 0.0040 5373.3

Fluid k (DPD, eq. 2.5) RSE µ D∞ Sc

6 1.0 0.209 0.848 0.299 0.945
7 0.25 0.215 1.622 0.152 3.557

Table 2.2: Thermostat parameters and properties of DPD fluids.
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independent of the thermostat employed, and is identical for the fluids of table 2.2 whose

common property is their conservative force coefficient. Hence RSE is an appropriate length

scale for normalization of the argument of g(r) in Figure 2.1.

2.3.2 Flow past a periodic array of particles

We consider flow through a periodic array of spherical particles forming a cubic lattice with

spacing L. For this configuration Hasimoto’s [81] calculation of the effect of the neighboring

lattice particles can be written in the form of equation (2.9) as

U∞ = U + 1.7601
F

6πµL
+ O(RS/L), (2.10)

In the simulation, a single DPD particle was held stationary at the center of a cubic

periodic domain (L = 10) and the remaining free particles were driven in the x direction

by application of a constant force acting on each of them. The drag force F exerted on the

stationary particle was measured, and for the free particles an average superficial streaming

velocity U was calculated from

U =
1
V

∫

V
< u(x, y, z) > dxdydz, (2.11)

where < u(x, y, z) > is the local time average free-particle velocity in the x direction and V

is the domain volume. Dent [41] showed this average to be the sedimentation velocity when

the particle is driven through a stationary fluid by a constant body force. The cubic lattice

array was sized to ensure that only the linear correction of equation (2.10) was significant.

This was verified by doubling the lattice dimension.

Here, the particle Reynolds number Re is based on a sphere of radius RSE , and is defined

by

Re =
2U∞ρRSE

µ
=

6τv

kBTSc
. (2.12)

where τ = 3µU∞/2RSE is the equatorial hydrodynamic shear stress derived from the Stokes

solution of flow past a sphere (C=6) with volume v = 4
3πR3

SE , and mass m. The second

equality is a consequence of elimination of RSE with the Stokes-Einstein relation 2.6. The

Peclet number (Pe) then expresses the strength of the continuum friction velocity u∗ relative



17

Re RSE RS diff

< 1.0 0.208 0.198 4.8%
< 0.1 0.208 0.204 1.9%
< 0.01 0.206 0.203 1.5%
< 0.005 0.206 0.204 0.97%
< 0.002 0.206 0.206 0.0%

Table 2.3: Average Stokes-Einstein radii RSE compared to with average Stokes radii RS for
different Re ranges.

to the thermal velocity Uth.

Pe = ReSc =
18u2∗
U2

th

, u2
∗ = τv/m, U2

th =
3kBT

m
. (2.13)

Very small values of this Pe indicate the dominance of thermal fluctuations, and that

continuum quantities derived from statistical averages will require an economically infeasible

number of samples to achieve the necessary accuracy . An alternative interpretation is that

as Pe → 0 the DPD particle no longer responds hydrodynamically as a solid sphere of radius

RSE . For any DPD fluid an upper bound on the maximum flow velocity, or equivalently

on Re and Pe, is imposed by the fluid’s compressibility. The speed of sound c calculated

from the isothermal compressibility for the fluids of table 2.2 is about 3.8. Compressibility

effects are generally negligible for Mach number Ma = U
c < 0.3 or a maximum flow velocity

of U = 0.3c.

Thus, within these constraints, our simulation system is equivalent to the classical Stokes

experiment in an unbounded domain since it yields the measured force F on the fixed particle

and the streaming velocity U∞, calculated with equation (3.20)and corrected for the periodic

images with equation (2.10). None of these steps requires an ‘a priori’ assumption of the

radius, and hence the calculation of the hydrodynamic radius RS from Stokes law (2.7)

yields a value independent of the Stokes-Einstein radius RSE .

To discover whether the relation between the Stokes-Einstein radius RSE , computed

from equation (2.6) and the Stokes RS computed from (2.7) we compare them in different

Reynolds number ranges as listed in table 2.3. The diff(%) in table 2.3 is the fractional

discrepancy of RS relative to RSE . With decreasing Re number this discrepancy was found

to vanish, and these radii approach the common value of 0.206 for Re < 0.002.

Figure 2.2 presents the results for the Stokes drag coefficient CS = F
πµRSEU∞ versus Re.
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Figure 2.2: Stokes drag coefficient: CS = F
πµRSEU∞ versus Re.

The DPD simulation results for fluids 2, 5− 7 (see table 2.2) are plotted as open symbols,

Maxworthy’s experimental data [116] as dots, and the Oseen approximation as a dashed line.

The horizontal solid lines at CS = 6 and 4 represent Stokes law for sphere surface BCs of

no-slip and of perfect slip respectively. The computed values of CS asymptotically approach

the Stokes law value of 6 as Re → 0 with different fluids covering regions of the Re number

range. This indicates that the “Stokes-Einstein” sphere centered on the fixed DPD particle

behaves hydrodynamically as a solid sphere with no-slip surface BC’s. Maxworthy [116]

designed his experiments with wall corrections to be < 0.2%, and hence ignored them in

his data reduction. As stated above the correction O(1/L) in equation 2.9 diminishes with

increasing Re, and is replaced with the Oseen inertia correction for an unbounded domain.

In Figure 2.2 for Re > 0.1 the Stokes correction for the lattice images, equation 2.10, has

been omitted and our results are in good agreement with both Maxworthy’s data and with

the Oseen drag law except for the case of the smallest Sc = 0.95. This suggests that for

gas-like values of Sc (the smallest Pe for given Re) single DPD particles do not appear to

exhibit the correct hydrodynamic resistance once inertia effects become measurable.
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2.3.3 Wall-bounded flow past a single particle

In the previous section we provided evidence that a single DPD particle, placed in a peri-

odic lattice, exhibits Stokes law of resistance after the streaming velocity is corrected for

hydrodynamic interactions of neighboring lattice particles, i.e., the periodic images. Here

we investigate whether the hydrodynamic interactions due to solid-wall boundaries can also

be accounted for in a similar manner. We studied the analog of wall-bounded Stokes flow

past a sphere as shown in Figure 2.3. The parallel walls are located at z = 0 and z = H = 8

in DPD units, and a single DPD particle is fixed at h = 1.5 above the lower wall. The

domain size in the other two directions was set at Lx = 15 and Ly = 6, where the x axis lies

in the flow direction. The domain dimensions were chosen in accord with Chen et al. [27],

who showed that the effect of periodic images is negligible when the ratio of the computa-

tional domain size to the effective radius of the sphere satisfies Lx/R > 60 and Ly/R > 6.6.

They also showed that when the distance between the sphere from the upper wall exceeds

14 sphere radii the interactions with the upper wall can be neglected. In the setup of figure

2.3 the ratio H−h
R is approximately equal to 31, and thus well within the criterion of Chen

et al. [27]. The computational domain is periodic in the x and y directions. A uniform flow

h

z

x

y

U

U

H

Figure 2.3: Uniform flow past a fixed particle near the wall.

was generated by setting non-zero velocity of U = 0.04 an both walls. This determines the

particle Reynolds number to be 0.0318. Except for the drag force along the flow direction,

other forces were found to be negligible, and thus consistent with Stokes flow. The analyt-

ical solution of the drag force for a sphere moving parallel to a wall in Stokes flow known
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CS/6 s Uniform flow(eq. 2.14) s Poiseuille flow(eq. 2.15)
FBC 0.143 0.892 0.108 0.902
EBC 0.143 1.009 0.108 0.971

Table 2.4: CS/6 = F
6πµRSEU∞ for two different no-slip wall conditions.

in powers of s = RSE/h [79]. The inversion of this expansion for the velocity U∞ is then

U∞ = U +
3F

32πµh
(1− 2

9
s2 +

5
16

s3 +
1
9
s4 + O(s5)). (2.14)

The first correction term here is independent of RSE as expected from equation (2.9), and

thus the result is weakly dependent on assumed radius. Two different no-slip wall boundary

conditions were tried, and these preclude the use of the Lowe-Anderson thermostat. Hence

fluid 7 (see table 2.2) was used in the simulation since its Sc is the highest for the regular

DPD method which is adaptable to the wall boundary conditions. Firstly, we adopted

the force boundary condition (FBC) of Pivkin et al. [143] in which several wall layers of

uniformly distributed DPD particles are frozen in combination with bounce-back reflection

at the interface. Repulsive interactions from the wall particles are adjusted according to the

fluid and wall density fluctuations. Secondly, the equilibrium boundary condition (EBC) of

Fedosov et al. [66] was used as an alternative no-slip boundary condition which is known

to suppress the density fluctuations near the wall. This boundary condition again uses

frozen wall particles and the bounce-back reflection at the interface. Instead of adjusting

the conservative force coefficient a normal force is exerted on the near-wall particles which

is calculated from numerical integration of the product of the conservative force and the

RDF over the spherical cap outside the fluid domain to compensate for the imbalance

of repulsive forces from the surrounding fluid region. In addition an adaptive wall shear

procedure was employed to enforce no-slip. The DPD simulations yield F and with U

specified equation 2.14 gives U∞ which yields CS , and Table 2.4 displays CS/6 which should

be unity. Results for uniform flow show that The EBC condition of Fedosov et al. [66] yields

a result substantially closer to unity.

An additional test of wall-bounded flow consists of a single particle fixed in Poiseuille

flow as depicted in figure 2.4. The channel gap is H = 8, and the particle is placed H
4 = 2

above the lower wall. The flow is driven by a uniform pressure gradient imposed as a

constant force on each fluid particle in the flow direction. Far upstream and downstream
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Figure 2.4: Poiseuille flow past a stationary particle.

from the particle the velocity distribution was verified to be parabolic. Fluid 7 (see table

2.2) was again used in the simulation, and the particle Re number was 0.0413.

For a stationary sphere placed at distance H
4 from one wall in Poiseuille flow Faxen

(Happel and Brenner [79]) found an analytical expansion for the drag force in powers of the

ratio s = RSE/h. The inversion of Faxen’s expansion gives a correction to the Poiseuille

approach velocity u(h) at position h, as

U∞ = u(h) +
0.6526F
6πµh

(1− 0.1703s− 0.3731s2 + 0.3708s3 + O(s4)). (2.15)

Again the first correction term here is independent of RSE as expected from equation (2.9).

The two no-slip wall BC’s described above were again tried. The simulations yield F

and with u(h) specified then Faxen’s expansion (2.15) gives U∞ from which in turn yields

CS/6 = F
6πµRSEU∞ tabulated in the second column of Table 2.4. It is clear from this table

that the EBC wall boundary condition captures the hydrodynamic interactions with con-

siderably better accuracy than the FBC. This is not surprising in view of the demonstrated

capacity of the EBC condition (Fedosov et al. [66]) to suppress wall density fluctuations.

At the molecular level, and hence in MD, density fluctuations may be a realistic feature,

but if DPD fluids are to mimic the mesoscopic level then the above results suggest that

density fluctuations need to be suppressed at solid boundaries. It should be noted that in

table 2.4 the value of s is only about 0.1 which means that the first velocity correction term

is dominant in both the expansions (2.14) and (2.15) .
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2.4 Flow past several particles and their clusters

In this section we address two well-known aspects of Stokes hydrodynamics, namely far field

interactions between spheres, and the resistance of clusters of touching spheres. Firstly, we

examine the interactions in uniform flow past two fixed DPD particles with their line of

centers perpendicular to and along the flow respectively. Secondly, we verify that chains

and clusters of DPD particles located at the centers of “spheres” of radius RSE exhibit

drag forces which closely match the known hydrodynamic drag in the Stokes regime. In

h
U

b)

h
U

a)

Figure 2.5: Flow past two particles: a) particles perpendicular to the flow direction; b)
particles along the flow direction.

the first stage of correction of streaming velocities calculated from equation (3.20) the two

fixed particles with separation h are treated as a single body subject to the sum of the

forces on each. As in the case of single particles, the periodic image effect is corrected

with Hasimoto’s equation (2.10). The result is the streaming velocity U past the composite

body in an unbounded domain. The forces on each particle were found to be statistically

equal consistent with Stokes flow. For streaming flow past two equal spheres perpendicular

to their line of centers the Stokes hydrodynamic drag force on each one is given in ([79],

p267) as an expansion in powers of s = RSE/h. The inverse expansion yields the streaming

velocity U∞ on a single sphere in an unbounded domain, in the form of the general “wall

correction” equation (2.9) with higher order terms whose coefficients depend on the no-slip

BC on the spheres which are free to rotate, i.e.,

U∞ = U − F

8πµh
(1 +

2
3
s2 + O(s4)), (2.16)
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fluid (table 2.2) s Re CS/6
5 0.5 0.0266 1.027(no rotation)

1.059(free rotation)
5 0.343 0.0140 1.061
5 0.206 0.0128 1.044
5 0.147 0.00488 1.039
3 0.147 0.0213 1.030

Table 2.5: CS/6 = F
6πµRSEU∞ with interactions calculated from (eq. 2.16) for streaming

flow perpendicular to the line of centers.

When the spheres touch and form a cluster with s = 1/2, the the entire series is summed,

([79], p272), to give

U∞ = λU, λ = 0.694(free rotation), 0.716(no rotation) (2.17)

For streaming flow past two equal spheres parallel to their line of centers, case b), the

inversion of the drag force expansion given in ([79], p259), and the cluster limit s = 1/2

([79], p272) respectively, yield

U∞ = U − F

4πµh
(1− 2

3
s2 − 5

2
s3 + O(s4)), U∞ = 0.645U (2.18)

For the small s, in expansions (2.16) and (2.18) the leading correction terms are inde-

pendent of the surface BC’s on the spheres and the absence of O(s) terms is a consequence

of the symmetry of the configurations and not of the surface BC’s. Hence, the higher order

terms are not a sensitive test of the surface BC’s, and a more stringent test is provided by

the formation of clusters of touching spheres.

DPD simulations for the two cases carried out the separation distance is varied from

2RSE to 7RSE . Fluids 3 and 5 (see table 2.2) were used for this test to ensure low Reynolds

number flow for comparison with analytical Stokes flow equations (2.16) and (2.18). Tables

2.5 and 2.6 present DPD simulation results for CS/6 whose departure from unity measures

how well the DPD system captures hydrodynamic interactions calculated from the Stokes

system, equations (2.16) and (2.18). The DPD simulations are generally in agreement with

the hydrodynamic interactions derived from the Stokes system, equations (2.16) and (2.18).

As might be expected, CS/6 is closer to one as the separation h increases. For the Stokes

system flow perpendicular to the line of centers the flow imposes a torque if the spheres are
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fluid (table 2.2) s Re CS/6
5 0.5 0.0138 1.054
5 0.343 0.0148 1.029
5 0.206 0.0138 1.008
5 0.147 0.00523 1.032
3 0.147 0.0225 1.025

Table 2.6: CS/6 = F
6πµRSEU∞ with interactions calculated from (eq. 2.18) for streaming

flow along the line of centers.

constrained, or a rotational velocity if they do not support a torque. The DPD particles of

this work cannot support a torque since all forces acting on them are central. This rotation

is very weak at large separations, and most pronounced when the spheres touch to form a

cluster. It is not obvious why the “no rotation” CS/6 in table 2.5 is closer to one. Given

that DPD particles are point centers of repulsion it is remarkable that the clusters should

be as close to one as they are . For touching spheres the corrections to Stokes law, equations

(2.17) and (2.18), are about 30%; our results show that the DPD system can account for

most of it. The simple picture of a DPD particle behaving hydrodynamically like a sphere

may be reasonable for nearly unbounded domains, but it is surprising that when two such

“spheres” touch that this picture should hold up almost as well. These apparent spheres

are not inpenetrable, nor must they remain spherical.

2.4.1 Flow past clusters of spheres

Uniform flow past particle clusters in an unbounded domain is considered for two types of

sphere assemblies. Figure 2.6 shows five particles forming a chain of particles perpendicular

to the flow direction. The separation distance between two consecutive particle centers is

N = 5
v

Figure 2.6: A straight chain of five spheres perpendicular to the flow.
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2R, so that the spheres touch at points on their diameters. The second type of assembly

consists of the hexagonal close-packed aggregates of spheres [68] shown in figure 2.7 for

different numbers of particles. The dimensionless drag on the clusters, similar to CS , is the

N = 3 N = 5 N = 13

v

Figure 2.7: Hexagonal closed-packed sphere aggregates [68] sketch.

aggregate dynamic shape factor Ks defined in [68] as,

Ks =
F

6πµReqU
, (2.19)

where Req = (
∑

j R3
j )

1
3 is the radius of a single sphere whose volume is the sum of volumes

of the spheres in the cluster, and Rj is the radius of each of those spheres. Note that F is

the drag force exerted by the flow on the whole cluster. Here, the Reynolds number is now

given as Re = 2UρReq

µ , where U is the streaming velocity of the flow defined in equation

(3.20).

DPD simulations were carried out for the clusters of figures 2.6 and 2.7 which were

held stationary in uniform flow. A fixed DPD particle was located at the center of each

sphere whose radius Rj was set equal to RSE . Fluid 5 (see table 2.2) was used to attain

the smallest possible Re. The periodic simulation box was made large enough to render

negligible the effect of periodic images.

Table 2.7 presents a comparison of DPD results of the Ks, equation (2.19) for the case of

the N -sphere straight chains (figure 2.6) with the experimental values of Kasper et al. [93]

and with continuum numerical results. In table 2.7 MEM denotes the Multipole Expansion

method [68], employed for the flow velocity represented by series of spherical harmonics

centered in the individual spheres. BEM in table 2.7 refers to the Boundary Element

method [72]. The diff(%) is the percent difference between the DPD and experimental
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N Re DPD MEM [68] BEM [72] experiment [93] diff(%)
2 0.0266 1.167 1.15 1.147 1.14 2.4%
3 0.0241 1.290 1.276 1.272 1.27 1.6%
4 0.0221 1.404 1.386 1.381 1.35 4.0%
5 0.0203 1.526 1.485 1.48 1.48 3.1%
6 0.0377 1.644 1.576 1.567 1.52 8.2%
10 0.0321 1.930 1.889 1.875 1.86 3.8%
15 0.0262 2.370 2.209 2.194 2.19 8.2%

Table 2.7: Ks for straight chains of N spheres perpendicular to the flow direction.

N Re DPD MEM [68] theory [36] experiment [100] diff(%)
3 0.0155 1.280 1.1958 1.1959 1.195 7.1%
5 0.0167 1.172 1.0778 1.0783 1.095 7.0%
13 0.0146 1.216 1.1342 1.1356 1.143 6.4%

Table 2.8: The dynamic shape factor Ks for the hexagonal close-packed aggregate of N
spheres.

results. The agreement of the DPD results with experiments and those obtained from

continuum methods is good although not as good as the two-particle case presented above.

However, since DPD particles are point centers of repulsion which cannot support a torque,

and the radius RSE does not describe a real sphere the results are rather remarkable.

For the hexagonal close-packed N -sphere clusters Ks values derived from DPD simula-

tions are compared with those obtained with MEM [68], theoretical values by Cichocki and

Hinsen [36], and values by Lasso and Weidman [100], in experiments which they measured

the sedimentation of hexagonal close-packed aggregates in a silicone oil. The number of

particles N is varied from 3 to 13. The diff(%) in table 2.8 is the percent difference between

the DPD and the experimental values. The DPD results agree well with the MEM, the

theoretical and the experimental results.

2.5 Summary

The aim of this work has been to demonstrate that single DPD particles and collections

of them exhibit interactions in agreement with forces calculated from continuum hydrody-

namic equations. Since DPD particles are point centers of repulsion the comparison between

the DPD interactions and their hydrodynamic counterparts can only be made by the in-

troduction of an intrinsic particle size. The hypothesis of this chapter is that each DPD
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particle can be thought of as a sphere with radius given by the Stokes-Einstein (eq. 2.6)

value RSE derived from the coefficients of self-diffusion and viscosity. The validity of the

hypothesis was tested with statistical calculations of the hydrodynamic radius RS derived

from Stokes drag law for single particles and collections of them. The first test corresponds

to the classical Stokes flow past a sphere. A uniform flow was driven past a stationary

DPD particle while the streaming velocity and the drag on the particle were measured as

statistical averages. After correction of the streaming velocity for the periodic images it

was found that RS approaches RSE in the limit of small Reynolds number, and that the

Stokes drag coefficient CS calculated with RSE in good agreement Oseen’s drag law for Re

number up O(1) provided the Schmidt number is not in the gas-like regime. Because wall

and particle interactions were calculated from velocity corrections no ‘a priori’ assumption

of RS was required to calculate it from Stokes law. Wall-particle hydrodynamic interactions

were investigated by placing near a solid wall a single DPD particle immersed in uniform

and in Poiseuille flow respectively. This test required the simulation of the no-slip boundary

condition on the walls, and for this two schemes were tried. Of the two it was found that

the hydrodynamic interactions were captured with much better accuracy with Fedosov’s

[66] EBC scheme which has a superior control of density fluctuations near the walls.

Interparticle interactions were investigated with two separated particles aligned perpen-

dicular to and along the uniform flow direction. Stokes hydrodynamic interactions were

used to correct the streaming velocity to yield CS values in good agreement with Stokes

law for large separations, and fair agreement even when the “spheres” touch. Next, we

considered two types of particle clusters subject to uniform flow: chains of 2 − 15 DPD

particles set perpendicular to the flow, and the hexagonal close-packed sphere aggregate of

3 − 13 particles. Here, the drag is characterized by the aggregate dynamic shape factor.

The simulation results agree well numerical results and fairly well with the experimental

values.

The results of this work suggest that in a system of DPD particles single particles taken

as “spheres” with radii derived from the Stokes-Einstein relation respond hydrodynamically

like solid spheres immersed in a continuous fluid consisting of the remaining particles. As-

semblies of DPD particles interact with each other and with container boundaries in accord

with the forces of interaction derived from the hydrodynamics of viscous flow.

The above results support the use of DPD particles as building entities of mesoscopic
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systems such as particle suspensions, macromolecules, cells and bio-molecules. The advan-

tages of the DPD method can be appreciated by considering the common model of flexible

polymers, widely studied in BD, which consists of chains of beads(Langevin spheres with

radii determined by a friction coefficient) connected by springs. An equivalent bead-spring

representation of a polymer is to replace the Langevin beads with DPD particles centered

in Stokes-Einstein spheres. In the modeling of polymer solutions the singular advantage

of the latter is that hydrodynamic interactions are determined implicitly in the solution of

the DPD particle equations. In contrast the immersion of Langevin beads in a continuous

solvent requires hydrodynamic interactions to be determined explicitly by solution of the

hydrodynamic equations in very complex geometries.



Chapter 3

A new formulation of

Single-particle hydrodynamics in

DPD

3.1 Introduction

In the previous chapter, we verified that DPD particles immersed in a sea of DPD particles

behaved like Langevin particles suspended in a continuous Newtonian fluid solvent, based

on the standard DPD formulation. An intrinsic length scale of individual DPD particles was

determined and several prototype stokes flows past single DPD particles and their clusters

were tested. In those flows, no rotational movements of DPD particles were involved.

In fact, in standard DPD a single DPD particle is subject to central pairwise forces

only, which effectively ignores the non-central shear forces between dissipative particles.

Therefore, the standard DPD formulation does not include the angular momentum and

torque for each single DPD particle. In reality, however, the suspended particles are subject

to both translational and rotational movements in a flow. This defficiency of standard DPD

has been recognized in the past by Espanol and collaborators [55, 54, 56], who proposed the

fluid particle model (FPM) [55]. Compared to the standard DPD method [85, 58, 77], this

model incorporates two additional non-central shear components into the dissipative forces,

which are coupled to the random forces by means of the fluctuation-dissipative theorem.

FPM can be considered as a generalization of the DPD method that includes torques and

29
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angular velocities of the particles, and it conserves both linear and angular momenta.

More specifically, a FPM simulation consists of a collection of particles of mass m with

positions ri and angular velocities Ωi. We define rij = ri − rj , rij = |rij |, eij = rij/rij ,

vij = vi − vj . The force and torque on particle i are given by

Fi =
∑

j

Fij ,

Ti = −
∑

j

rij

2
× Fij ,

(3.1)

where the force that particle j exerts on particle i is given by

Fij = FC
ij + FT

ij + FR
ij + F̃ij (3.2)

The conservative (C), translational (T ), rotational (R), and random (tilde) components

are given, respectively, by

FC
ij = −V ′(rij)eij , (3.3)

FT
ij = −γijmTij · vij , (3.4)

FR
ij = −γijmTij ·

[
rij

2
× (Ωi + Ωj)

]
, (3.5)

F̃ijdt = (2kBTγijm)1/2 (3.6)
[
Ã(rij)dWS

ij + B̃(rij)
1
d
tr[dWij ]1 + C̃(rij)dWA

ij

]
· eij .

In FPM, the conservative force is the same as in the standard DPD approach that employs

a quadratic potential V (rij), i.e.,

FC
ij = aij(1− rij

rc
)eij , (3.7)

with rc being the cut-off distance set to rc = 1. The matrix Tij in the rotational force is

given by

Tij = A(rij)1 + B(rij)eijeij , (3.8)



31

with

A(r) =
1
2
[Ã2(r) + C̃2(r)],

B(r) =
1
2
[Ã2(r)− C̃2(r)] +

1
d
[B̃2(r)− Ã2(r)],

(3.9)

where Ã(r), B̃(r), C̃(r) are scalar functions. For Ã(r) = C̃(r) = 0 the standard DPD

scheme is recovered, in which only central forces remain while torques vanish. Hence, FPM

can be indeed recognized as a generalization of the standard DPD method. The scalar

functions commonly employed in FPM simulations are [150, 51]:

Ã(r) = 0,

A(r) = B(r) = [f(r)]2 = (1− r

rc
)2.

(3.10)

The random force includes symmetric, antisymmetric and traceless noise matrices defined

as

dWSµν
ij =

1
2
(dWµν

ij + dWνµ
ij ),

dWAµν
ij =

1
2
(dWµν

ij − dWνµ
ij ),

dWS
ij = dWS

ij −
1
d
tr[dWS

ij ]1,

(3.11)

where dWµν
ij is a matrix of independent Wiener increments, which is assumed to be sym-

metric under particle interchange. The parameter d is the physical dimension of space and

is set to d = 3.

Dynamical and rheological properties of colloidal suspensions in simple fluid solvents

were successfully simulated using FPM in [150]. Each colloidal particle was represented

by a single FPM particle and the conservative forces for solvent-colloid and colloid-colloid

interactions were derived from Lennard-Jones potentials. Unfortunately, the drag force and

torque on a solid sphere represented by a single FPM particle in the above formulation does

not match the theoretical and experimental values.

In this chapter, we present a new formulation of the FPM equations which deviates only

slightly from the standard DPD approach. The resulting method can provide quantitatively

correct hydrodynamic forces and torques for a single spherical particle. The new formulation

can be readily employed in a wide range of applications, including studies of properties of
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colloidal suspensions as well as in coarse-grained simulations of polymer solutions or even in

dense suspension of RBCs with reduced deformability, e.g., in simulating malaria-infected

RBCs [169].

3.2 New Formulation

A single particle in FPM experiences both a drag force and a torque whose magnitudes

are controlled by the parameter γij in equations (3.4) and (3.5). Simulation results sug-

gest that these forces are not balanced properly, and hence we cannot obtain the correct

hydrodynamics for a single particle. The idea behind the new formulation is to modify the

FPM equations in such way that the forces acting on a particle can be explicitly divided

into two separate components: central and shear (non-central) components. This allows us

to redistribute and hence balance the forces acting on a single particle to obtain the correct

hydrodynamics. Specifically, the new formulation is a modification of the FPM formulation

described in the previous section, and is defined by the following choice of the functions

Ã(r), B̃(r) and C̃(r):

Ã(r) = 0,

A(r) = γS [f(r)]2,

B(r) = (γC − γS)[f(r)]2.

(3.12)

Here again f(r) = 1− r
rc

is the weight function and rc is the cut-off radius while the uper-

scripts C and S denote the “central” and “shear” components, respectively. This notation

can be clarified further if we look at the particle forces. Specifically, the translational force

is given by

FT
ij = −[

γS
ijf

2(r)1 + (γC
ij − γS

ij)f
2(r)eijeij

] · vij

= −γC
ijf

2(rij)(vij · eij)eij − γS
ijf

2(rij)
[
vij − (vij · eij)eij

]
.

(3.13)

It accounts for the drag due to the relative translational velocity vij of particles i and j. This

force can be decomposed into two components: one along and the other one perpendicular to

the lines connecting the centers of the particles. Hence, the corresponding drag coefficients
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are denoted by γC
ij and γS

ij for the “central” and the “shear” components, respectively. We

note here that the central component of the force is exactly the same as the dissipative force

in the standard DPD approach.

The rotational force is defined by

FR
ij = −γS

ijf
2(rij)

[
rij

2
× (Ωi + Ωj)

]
. (3.14)

Finally, the random force is given by

F̃ijdt = f(rij)
[

1√
3
σC

ijtr[dWij ]1 +
√

2σS
ijdW

A
ij

]
· eij , (3.15)

where σS
ij =

√
2kBTγS

ij and σC
ij =

√
2kBTγC

ij . We recommend the use of the generalized

weight function f(r) = (1− r
rc

)s with s = 0.25 [63] in equations (3.13) -(3.15); our numerical

results show higher accuracy with s = 0.25 compared to the typical choice s = 1. The

standard DPD method is recovered when γS
ij ≡ 0, i.e., when the shear components of the

forces are ignored.

In simulations of complex fluids the values of the drag coefficients γC
ij and γS

ij can vary for

different types of particles. For example, in polymer simulations when one bead represents

a collection of atoms, these coefficients can be specified to achieve the desired values of

drag and torque on the individual beads. To illustrate this concept we will consider here a

system in which a spherical (colloidal) particle is represented by a single DPD particle. We

will adjust the coefficients γC
ij and γS

ij so that both the drag force and the torque exerted

on the colloidal particle in flow simulations correspond to the stick (no-slip) conditions on

its surface. To this end, we first consider two (low Reynolds number) flow simulations: (1)

unbounded flow around a sphere rotating at a constant angular velocity without translation;

(2) unbounded uniform flow around a fixed sphere. Once the values of γC
ij and γS

ij are defined,

we will perform additional simulations to verify the performance of the new model.

In all simulations reported in this chapter the parameters for the fluid particles are

ρ = 3, a = 25, γC
ff = γS

ff = 4.5 and σC
ij and σS

ij are computed based on the relationships

derived from the fluctuation-dissipation theorem. We aim to determine the proper values of

γC
cf and γS

cf . (Here “c” and “f” refer to “colloidal” and “fluid”, respectively.) We first study

low Reynolds number flow around a sphere, which is represented by a single DPD particle;
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to distinguish this particle from the fluid particles we will refer to it as “colloidal” particle.

Even though the interaction forces are non-zero within a spherical region of radius rc = 1

surrounding the particle, the colloidal particle represents a sphere with radius R < rc. This

effective radius is found using the Stokes-Einstein relation [156], i.e.,

D =
kBT
cπµR

, (3.16)

where D is the diffusion coefficient of the particle, kBT is the temperature of the system, and

µ is the viscosity of the fluid. Also, c is a constant determined by the choice of hydrodynamic

boundary conditions on the surface of the particle; for stick (no-slip) conditions the constant

c is equal to 6, while for slip boundary conditions c = 4; we set c = 6 here. The viscosity µ

of the fluid is found to be 3.6388 using the method described in [8]. The diffusion coefficient

D = 0.0533 is calculated from the mean-square displacement, i.e.,

D = lim
t→∞

< [r(t)− r(0)]2 >

6t
, (3.17)

where < · > is an ensemble average, t is time and r is the position vector of the particle.

The effective radius of the colloidal particle is found to be R = 0.2737rc. We note here

that the effective radius is not sensitive to the specific choice of the parameters γC
ij and γS

ij ,

but it mainly depends on the conservative forces used in the model. We have verified this

through extensive numerical simulations with different values of the model parameters.

Once the effective radius is determined, we proceed by obtaining the drag coefficients

for the colloidal/fluid particle interactions. We start with simulations of the flow around a

single colloidal particle with fixed position and constant angular velocity Ω. The particle is

located at the center of a box (10rc × 10rc × 10rc) with periodic boundary conditions. The

angular velocity is specified so that the Reynolds number is low (Re = 0.0247). In Stokes

flow in an unbounded domain, the torque on the sphere is given by [80]

T = −8πµΩR3. (3.18)

We assume that equation (3.18) is a good approximation of the torque that our colloidal

particle should experience. Based on this we adjust the shear drag coefficient γS
cf (set

γC
ff=γS

ff = 4.5) in the model, so that the computed torque is equal to Stokes flow prediction.
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Figure 3.1: Dependence of torque on the sphere exerted by the fluid on the value of: (1)
γS

cf when γC
cf = 0, and: (2) γC

cf when γS
cf = 5.5. Here Ω = −0.4.

By setting γC
cf = 0 we investigate the dependence of the torque on the value of γS

cf . We find

that γS
cf = 5.5 gives us a torque which is within 1.3% the Stokes prediction. The torque

experienced by the colloidal particle in this flow is positively correlated to γS
cf but is not

sensitive to the particular value of γC
cf as the central drag force does not contribute to the

torque in our model. This was verified in the numerical simulations and is illustrated in

Fig. 3.1.

Next we simulate uniform flow past a periodic array of spheres. One sphere, represented

by a single (colloidal) DPD particle, is fixed (no rotation or translation) at the center of

periodic domain. The flow is driven by an external body force Fext applied to the fluid

particles. The Reynolds number in the simulations is small, Re = 0.033, and the volume

fraction is 8.588×10−5. The drag force on a periodic array of spheres at low volume fraction

in low Reynolds number flow can be approximated by

Fext = 6πµuR, (3.19)

where u is the superficial velocity of the fluid defined as

u =
1
V

∫

V
vdV. (3.20)
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Figure 3.2: Dependence of the superficial velocity of the fluid on the value of γC
cf when

γS
cf = 5.5 in the unbounded uniform Stokes flow around one sphere.

It can be shown that the sedimentation velocity of an array of bodies under the action of a

constant force is equal to this superficial velocity [41]. With fixed value of γS
cf = 5.5 obtained

earlier, we adjust the central drag force coefficient γC
cf so that the simulation results satisfy

equation (3.19). The dependence of the superficial velocity on γC
cf is shown in Fig. 3.2. We

find that γC
cf = 3.5 gives superficial velocity u = 0.2986, which is within 1.2% from the

value in equation (3.20).

Remark: We note that the values of coefficients γC
cf = 3.5 and γS

cf = 5.5 for colloidal/fluid

particles interactions, which we obtained through numerical simulations, satisfy the relation

γC
cf + γS

cf = γC
ff + γS

ff , where γC
ff = γS

ff = 4.5 are the coefficients used for the fluid/fluid

particle interactions. This relation seems to hold for other choices of fluid/fluid coefficients

as we verified in several numerical simulations. For example, for γC
ff = γS

ff = 2.0, we find

γC
cf = 1.0 and γS

cf = 3.0, while for γC
ff = γS

ff = 8.0, we have γC
cf = 7.0 and γS

cf = 9.0. In this

intriguing relation, our choice of γC
ff = γS

ff is consistent with the incompressible formulation

in [54, 56] (equation (3.12)) in the absence of any angular variables. However, in our case we

include the angular variables and hence we cannot provide a rigorous theoretical justification

at the present time.
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3.3 Simulation results

In the previous section we presented the new DPD formulation, defined the effective radius

of colloidal particle R using the Stokes-Einstein relation, and calibrated the central and

shear drag force coefficients, γS
cf = 5.5 and γC

cf = 3.5, so that at low Reynolds numbers the

new model produces results with desired drag and torque on a single colloidal particle. In

this section, we apply the model to three prototype (low Reynolds number) flow problems:

(1) sphere in Couette flow, (2) sphere in Poiseuille flow, and (3) flow past two spheres. In all

cases we set γS
cf = 5.5 and γC

cf = 3.5, and we compare the simulation results with available

theoretical results. In addition, we consider the rotation of a linear chain of spheres around

its major axis for which available Multipole Expansion Method (MEM) and Boundary

Element Method (BEM) results are used for comparison.

3.3.1 Couette flow around a sphere

Let us consider a sphere rotating with constant angular velocity in Couette flow. At low

Reynolds numbers the torque on the sphere can be approximated by the Stokes flow solu-

tion [80]

T = 8πµR3[
1
2
(∇× v)− Ω]. (3.21)

In our simulations the flow domain is a box (15rc×6rc×8rc), periodic in x and y directions

while the two walls bounding the fluid domain in the z-direction are modeled as in [143].

The walls are moving with the velocity of the same magnitude v in opposite directions. A

sphere, modeled by a single particle, is fixed at the center of the domain and is rotating with

prescribed constant angular velocity Ω. Comparison of the calculated torque on the sphere

with values given by equation (3.21) for four different simulations are listed in Table 3.1.

The Reynolds number in simulations is low (maximum Re is 0.0371). The DPD results are

within a few percent from the Stokes flow predictions.
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v

v 
Figure 3.3: Couette flow around a sphere in the center of the domain.

Ω 1
2(∇× v) Tsim Tthe error

0 0.2 0.3675 0.3750 2.0%

0 0.4 0.7540 0.7500 0.5%

-0.2 0.2 0.7289 0.7500 2.8%

-0.2 0.4 1.0659 1.1251 5.3%

Table 3.1: Couette flow: Values of torque when applying different Ω and v from the
simulations(Tsim) compared with the theoretical results (Tthe).

3.3.2 Poiseuille flow around a sphere

According to [80], the drag and torque on a sphere held stationary between two planar walls

in pressure-driven Poiseuille flow at low Reynolds number are given by

F = 6πµu(h)R[
1− R2

9h2

1− 0.6526R
h + 0.3160R3

h3 − 0.242R4

h4

],

T =
8
3
πµu(h)

R3

h
[1 + 0.0758

R

h
+ 0.049

R2

h2
],

(3.22)

where uh is the velocity at the location of the center of the sphere in the Poiseuille flow

without sphere, and h is the distance from the center of the sphere to the nearest wall

divided by the distance between the walls.

In DPD simulations, the flow domain is a box of size 15rc, 6rc and 8rc in x, y and z

directions, respectively. The system is periodic in the x and y directions. The two walls
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Re Fsim Fthe error Tsim Tthe error

0.0491 4.4881 5.114 4.6% 0.0838 0.0786 6.6%
0.0993 9.689 10.230 5.3% 0.163 0.157 3.8%
0.201 18.881 20.463 7.7% 0.313 0.315 0.6%

Table 3.2: Drag force Fsim and torque Tsim exerted on the sphere by the fluid in Poiseuille
flow with three different pressure gradients, compared with the theoretical results Fthe and
Tthe calculated using equation (3.22).

bounding the fluid in z direction are modeled as in [144]. One colloidal particle is placed

h = 2rc away from the wall and held fixed during the simulations. An external body force

Fext is applied to fluid particles in the x direction to drive the flow. Simulation results and

theoretical predictions based on (3.22) are listed in Table 3.2.

h=H/4

z

x

y
H

u(h)

Figure 3.4: Poiseuille flow around a sphere.

3.3.3 Flow past two spheres

We now consider Stokes flow past a pair of spheres of radius R. The spheres are fixed and

are not allowed to rotate, and the direction of the flow is normal to the line connecting the

centers of the spheres. The drag force and torque on each of the spheres are given by [80]
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l Fsim Fthe error Tsim Tthe error

2.0 4.861 5.100 4.7% 0.0253 0.0261 3.1%
1.5 4.857 5.089 4.6% 0.0451 0.0463 2.6%
1.0 4.863 5.185 6.2% 0.113 0.106 6.6%

Table 3.3: Drag force Fsim and torque Tsim on each sphere exerted by the fluid in the
simulations with three different values of l, compared with the theoretical results Fthe and
Tthe.

F = 6πµRu

(
1− 3R

4l
+

9R2

16l2
− 59R3

64l3
+

465R4

256l4

−15813R5

7168l5

)
,

T = 8πµR3u

(
3R

4l2
− 9R2

16l3
+

27R3

64l4
− 273R4

256l5
+

1683R5

1024l6

)
,

(3.23)

where l is the distance between spheres, and u is superficial velocity.

In DPD simulations, two colloidal particles are placed in the middle of the computational

domain of size 30rc × 30rc × 30rc, periodic in all directions. The flow is driven by an

external force applied to the fluid particles. The maximum Reynolds number is equal to

Re = 0.0756. Comparison of the drag force and torque obtained in simulations with the

Stokes flow predictions based on (3.23) are listed in Table 3.3.

l
u

Figure 3.5: Flow normal to the center line of the two spheres seperated by distance l.
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3.3.4 Rotation of a linear chain of spheres around its major axis

Finally, we consider a linear chain of spheres rotating in the fluid around its axis with

constant angular velocity. The spheres contact each other. A dimensionless shape factor

for the torque exerted by the fluid on the chain is equal to [68]

Ts = − T

8πµΩNR3
, (3.24)

where T is the total torque exerted on the chain.

Fig. 3.6 shows comparison of our results with results obtained using the Multipole Ex-

pansion Method (MEM) [68] and the Boundary Element Method (BEM) [72]. In MEM

the flow velocity is represented by a series of spherical harmonics centered at the individ-

ual spheres, while in BEM the sphere surfaces are represented explicitly by a mesh. The

simulation results are in good agreement with both methods, with a maximum difference

of 3.7%.
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Figure 3.6: Dimensionless shape factor Ts of torque for the rotation of a straight chain of
N spheres around its major axis.
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3.4 Summary

We have developed a simple and efficient formulation of DPD that will allow simulation

of polymeric and colloidal solutions as well as flows past bluff bodies by representing the

solid beads or particles by single dissipative particles. In all cases tested the accuracy of

the drag force and torque was good and comparable to the case where hundreds of DPD

particles are employed to represent a colloidal particle. The statistical uncertainty in all

the results presented in the tables was less than 0.5%. In particular, the smaller is the

Reynolds number the better is the agreement with the theoretical results. To this end, a

modified weight function is recommended that enhances the viscosity of the DPD fluid. For

non-spherical objects a few DPD particles can be employed to accommodate the geometric

shape. The new method leads to good results in colloidal suspensions as torque is important

to obtain the right viscosity in dense concentrations [150]. It will also be interesting to study

polymeric solutions with the new method, where the individual beads in a given chain are

allowed to rotate unlike the simulations using the standard DPD approach [172].



Chapter 4

Many-body DPD

4.1 Introduction

Dissipative particle dynamics (DPD) has been used to investigate multiphase fluid prob-

lems, such as phase separation in binary liquid mixtures [40, 92, 132], droplet deformation

and rupture in shear flow [37], and droplets on surfaces under the influence of shear flow [91].

The advantage of DPD for these kind of problems lies in the simplicity of the underlying al-

gorithm, and the physical way in which singular events such as droplet rupture are captured.

Such considerations also make DPD attractive to be used in studying free-surface dynam-

ics, such as wetting, spreading, and wicking. The phenomena involving dynamic wetting of

fluids on solid surfaces are of great importance in many applications, e.g., flow in porous

media, and supply of liquids in microchannels and microchannel networks used in microflu-

idic devices such as micro-electro-mechanical systems (MEMS). The general dynamics of

capillary-driven flow in arbitrary geometries is difficult to be investigated by mesh-based

computational fluid dynamics (CFD) methods that solve the Navier-Stokes equations. Dif-

ficulties not only arise in movable boundaries (free surfaces and moving interfaces), but also

in resolving the microscale physics occurring near the liquid-solid interface.

To be used to investigate multiphase fluid problems, DPD needs to be extended to allow

for multiphase equilibrium. The standard DPD presents a fundamental limitation in the

pressure-density curve since the quadratic soft potential leads to a predominantly quadratic

equation of state (EOS) [110]. To overcome this limitation, Pagonabarraga and Frenkel [134]

developed the many-body DPD (MDPD) method, which was later investigated by Trofimov

et al. [178] and Warren [188]. In the MDPD, the amplitude of the soft repulsions is made

43



44

to be proportional to the local density of particles. In such a way, a predominantly cubic

equation of state is achieved. With a suitable choice of model parameters, the vapor phase

can be suppressed in favor of a sharp liquid-vapor interface that can easily be tracked and

visualized [188].

A similar approach to simulate liquid-vapor interfaces was introduced by Nugent and

Posch in the context of smoothed particle hydrodynamics (SPH) [133]. The connection

between MDPD and SPH has been greatly clarified recently by Espanol and Revenga [56],

who introduce a smoothed DPD (SDPD) method as a SPH variant based on a new formalism

developed for discrete hydrodynamics [57].

In the present work, we adopt the MDPD scheme to produce the liquid-vapor interface.

And we use a combination of short-ranged repulsive and long-ranged attractive particle-

particle interactions derived from the SPH bell-shaped weight function to simulate the

liquid-solid interface, so that we can study the wetting phenomena on structured or pat-

terned microchannels and microchannel networks. We show how the proposed approach

a flexible framework for representing dynamic wetting on possibly textured boundaries

emerges. In this chapter the MDPD scheme is outlined first (section 4.2) and the discussion

of its corresponding equation of state follows (section 4.3). The MDPD scheme is in turn

combined with the liquid-solid surface interactions (section 4.4) to reproduce static wetting

with different contace angles and determine the surface tension (section 4.6) at different tem-

peratures. When flow is driven in a rectangular 2D channel (section 4.7) the slip lengths

are calculated for nonwetting liquid-solid interfaces. The simulations of flow with wetting

in different microchannels and microchannel networks are summarized in section 4.8. In

particular, we present the flow in an inverted Y-shaped microchannel junction and in two

types of microchannel networks. We conclude in section 4.9 with a brief discussion.

4.2 MDPD scheme

Here, the approach of Warren [188] is pursued in which the repulsive part of the force

depends on a weighted average of the particle density, while the attractive part is density

independent:

FC
ij = AM

ij wM
c (rij)eij + BM

ij (ρ̄i + ρ̄j)wM
d (rij)eij , (4.1)
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where weight functions, wM
c (r) = (1− r/rM

c ) and wM
d (r) = (1− r/rM

d ), varnish at r > rM
c

and r > rM
d , respectively.

As claimed by Warren in [188], to stabilize the vapor-liquid interface, it is not sufficient

just to have a van der Waals loop in the EOS; one must also give consideration to the ranges

of the interactions. Thus simple many-body DPD with a single range may not have a stable

interface as discussed by Pagonabarraga and Frenkel [134]. The trick employed here in equ

(4.1) is to take the standard DPD model, make the soft pair potential attractive, and add

on a repulsive many-body contribution with a different range rM
d < rM

c . Furthermore, the

simplest form of the many-body repulsion is chosen. This is a self-energy per particle which

is quadratic in the local density. In terms of force laws, the standard DPD force with AM < 0

is augmented by the addition of a many-body force law of the form BM
ij (ρ̄i + ρ̄j)wM

d (rij)

where BM > 0. The density for each particle is defined as

ρ̄i =
∑

j 6=i

wρ(rij), (4.2)

and the weight function wρ is defined as

wρ(r) = 15/(2πr3)(1− r/rM
d )2 (4.3)

As defined in equ (4.3), wρ vanishes for r > rM
d and for convenience is normalized so that

∫
d3rwρ(r) = 1.

4.3 Equation of state

For vapor-liquid coexistence, as mentioned above we set AM < 0 and BM > 0 so that there

is a van der Waals loop in the EOS. Phase separation is found in a range of densities ρV <

ρ < ρL where ρV and ρL are the vapor and liquid coexistence densities. For applications, one

is most interested in ρL ≥ 1 in coexistence with a very dilute vapor (ρV = 0). One cannot

easily measure the EOS within the phase separation region, since it is hard to maintain a

stable uniform density. Therefore the EOS has been characterized for ρ > ρL. In this case,

the EOS can be fitted by

P = ρkBT + αAMρ2 + 2αBMrM
d

4
(ρ3 − cρ2 + d), (4.4)
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where α = 0.101 as in standard DPD. There is an additional offset term d which is about

10% of the density correction term cρ2 in the region of interest. Although a wider param-

eter space can be explored, one parameter set was selected for more detailed work. The

parameters are chosen as AM = −40.0, BM = 40.0, rM
d = 0.7 and rM

c = 1.0. Therefore, the

EOS can be fitted by choosing c = 5.311 and d = 33.181. The calculated P versus ρ and

the fitted EOS is plotted in Figure 4.1.
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Figure 4.1: Pressure (P ) versus density (ρ), fitted by eq. (4.4). The data and EOS calculated
from the standard DPD model is also plotted as a reference.

At kBT = 1 the solution to P = 0 for the EOS gives a good estimate of the density

of the fluid phase, which yield ρL = 6.54. The compressibility ∂p/∂ρ at ρ = ρL can also

be estimated, and it equals to 62.3. Although the precise value is not important, the fact

that ∂p/∂ρ À 1 at the coexisting fluid density where P ≈ 0 shows that the fluid phase

is relatively incompressible, similar to a real liquid. Since the vapor-liquid coexistence is

modeled by the MDPD scheme, we next discuss how to model the liquid-solid interface.

4.4 Liquid-solid interface wetting model

When fluid is subject to flow on different solid surfaces, different liquid-solid interactions

give rise to different wetting behavior (hydrophobic or hydrophilic). To model the liquid-

solid interface, we also choose a combination of short-ranged repulsive and long-ranged
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attractive particle-particle interactions. By tuning the magnitude or/and the range of the

repulsive or attractive force, we are able to reproduce different hydrophobic or hydrophilic

wetting behaviors of flow in microchannels. An interaction with short-range repulsion and

long distance attraction can take a variety of forms.

In some previous studies [106, 107], the bell-shaped weight function, typically in smoothed

particle hydrodynamics (SPH) method [105], was used to combine the attraction and repul-

sion in the conservation force in DPD. The cubic spline function wS can be used to describe

a purely repulsive interaction, and its negative counterpart can be used to describe a purely

attractive interaction. The advantage of this method is that just by tuning a few parame-

ters the free-surface and wetting behavior can be effectively reproduced. But the problem

of the original SPH weight function is that (as shown in Fig. 4.2) it varnishes near the

origin, which leads to zero repulsive forces for overlapping particles. This feature makes the

particles tend to form clusters with several particles per site at high pressure. The problem

can be solved by some simple modification in the weight function, e.g., as shown in Fig. 4.2,

keeping a constant nonzero value near the origin, which is the so-called “anti-clustering”

SPH kernel [174].
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Figure 4.2: The liquid-solid interaction defined by the modified SPH-weight function (solid
line), compared with the original SPH-weight function (dash line) used in Ref. [106, 107].

Particle-particle interactions with the required short-ranged repulsive and long-ranged
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attractive form can be therefore obtained by summing the bell-shaped spline functions as

F c
sl(r) = ASwS

c (r, rS
c ) + BSwS

d (r, rS
d ). Here the attractive force weight function wS(r, rS

c )

is a cubic spline with a cutoff length of rS
c , AS < 0 is its coefficient; wS(r, rS

d ) is a cubic

spline with a cutoff length of rS
d , and BS > 0 is its coefficient accordingly. Note that wS(r)

is a non-normalized shape function. The parameters AS and BS determine the relative

strengths of the attractive and repulsive interactions. Depending on different selections of

AS , rS
c , BS , and rS

d , the resulted conservative force F c
sl(r) can be partially positive and

partially negative at different ranges corresponding to the interaction with short-ranged

repulsion and long-ranged attraction (see Figure 4.2), and therefore generate a variety of

wetting behaviors on liquid-solid surfaces.

4.5 Representation of solid walls

The solid wall is represented by fixed frozen particles with thickness of 1rS
c (in DPD units).

At the beginning of each DPD simulation, the particles with a predefined number density

(ρw = ρL) are initialized and positioned randomly within the entire computational domain,

and then the system is run to reach equilibrium using the MDPD scheme descried above

with repulsive particle-particle interactions only. The particles within certain range are

then frozen to represent the solid grains. To prevent the penetration of the liquid particles

into the wall, a reflective boundary can be used in addition to the interactions between fluid

and wall particles. This implementation of boundary conditions with frozen wall particles

was found to be very flexible, especially for problems with complex geometries.

4.6 Surface tension

The surface tension is a property of the surface of a liquid, which is caused by the attraction

of molecules to like molecules. Since the molecules on the surface of the liquid are not

surrounded by like molecules on all sides, they are more attached to their neighbors on

the surface. For the same fluid, different contact angles are formed at different liquid-solid

interfaces, as shown in Figure 4.3.

In a 3D capillary, the pressure difference is sustained across the vapor-liquid interface,

due to the phenomenon of surface tension. The Young-Laplace equation relates the pressure
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Figure 4.3: Static contact angle of fluid at different solid surfaces (hydrophilic or hydropho-
bic).

difference to the shape of the static capillary surface, which states:

∆P = σ(
1

R1
+

1
R2

). (4.5)

Here, ∆P is the pressure difference across the liquid surface, σ is the surface tension, and

R1 and R2 are the principal radii of curvature.

In this work, we consider a 2D capillary channel, which is infinite in the third dimension,

and therefore the Young-Laplace equation can be simplified as

∆P =
σ

R
. (4.6)

Here, R is the only principal radius of the interface curvature, which is related with the

contact angle of interface (θ) and capillary width (2a) (see Figure 4.3) by

R =
a

cosθ
. (4.7)

So the pressure difference can be also written as

∆P =
σcosθ

a
. (4.8)

In the simulation, the particles with a predefined number density (ρ = ρL) are initialized

and positioned randomly within certain length in the middle of the computational domain,

and then the system is run to reach equilibrium. After equilibrium, the free-surface of liquid
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has a contact angle (θ) with the solid surface. By varying liquid-solid interactions through

adjusting involved parameters in F c
sl, e.g., AS , different contact angles (θ) (see Figure 4.3)

are produced. The vapor-liquid interface is fitted by the 4th order polynomial and then the

contact angle is determined by the slope of the fitted polynomial at the wall.

Through a linear fitting of pressure differences across the liquid-vapor interface (∆p)

versus cosθ/a (refer to eq. (4.8)), the surface tension is determined as the slope of the

fitting line (see Figure 4.4). Different data points in Figure 4.4 are obtained from varying

the value of AS from 0.0 to -80.0 with fixed BS = 20.0, rS
d = 0.7, and rS

c = 0.8. The fluid is

specified by AM = −40.0, BM = 40.0, rM
d = 0.7, and rM

c = 1.0 as above (see section 4.3).

And the surface tension is determined to be 10.84 (in DPD units).
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Figure 4.4: Pressure difference across the liquid-vapor interface (∆p) versus the cosine of
contact angle (cosθ). The calculated surface tension σ = 10.84.

It is also known that the surface tension will decrease with rising temperature. Here, we

also calculate the surface tension at different temperatures and plot the data in Figure 4.5.

We find an approximately linear relation between the surface tension and temperature,

and with rising temperature the surface tension decreases, which is consistent with most

experimental observations. This phenomenon explains the reason why usually a hot liquid,

such as water, is a better cleaning agent. The lower surface tension makes it a better

“wetting agent” to get into pores and fissures rather than bridging them through surface
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tension.
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Figure 4.5: Surface tension (σ) as a function of temperature (kBT ).

If we check the density distribution of liquid across the channel, we find density fluc-

tuations near the wall as depicted in Figure 4.6. For hydrophilic liquid-solid interface, the

liquid tends to accumulated next to the wall and thus cause the density fluctuation near

the wall; while for hydrophobic interface, the liquid tends to be dispersed more uniformly

near the wall and thus less density fluctuation is detected.

4.7 Slip lengths

We next investigate the flow in a microchannel with different wetting behaviors. As men-

tioned above, by changing the liquid-solid interaction, different wetting behaviors, i.e., hy-

drophilic or hydrophobic, are produced.

To simulate the flow in a channel, we use the strategy suggested by Liu et al [107]. The

inflow is simulated by injecting particles into the channel near the inlet, with the velocities

specified by the Maxwell distribution at desired temperature (kBT = 1.0). The particles

are injected at some certain injection rate, e.g., 2 particles per 10 time steps, with time

step ∆t = 0.01. By changing the injection rates, flow with different flow rates can be

achieved. The outflow is produced by simply deleting the particles at the outlet. Figure 4.7
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Figure 4.6: Number density distribution of fluid particles across the channel.

shows the flow with hydrophilic wetting in a rectangular 2D channel at different times. The

development of its velocity profile along the channel, from the position near the inlet till

the mid point of the channel where the flow is fully developed, is depicted in Figure 4.8.

After the flow is fully developed, the velocity profile is fitted by a Poiseuille parabola (solid

line) with no-slip at the wall.

Figure 4.7: Flow with hydrophilic wetting in a 2D rectangular channel.

If the absolute value of AS is decreased but keep other parameters unchanged, a non-

wetting (hydrophobic) flow in the channel is produced, as illustrated in Figure 4.9. For

nonwetting flow, a slip is observed in its velocity profile, as indicated in Figure 4.10. We
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Figure 4.8: The development of velocity (normalized) along the channel from near the
inlet to the 1/4 of the channel, till the mid point of the channel where the flow was fully
developed. The fully developed profile is fitted by a Poiseuille parabola (black solid line).

determine the distance L between the two points where the extrapolated Poiseuille parabola

vanishes in the velocity profile. Then the slip length Ls is defined as

Ls = L/2− a. (4.9)

We have determined the slip lengths for the range of parameters. The results are summa-

rized in Figure 4.11. The constancy of Ls with respect to the flow rates indicates that the

liquid-solid interface leads to a Navier-type slip mechanism. Ls increases when the absolute

value of AS decreases, i.e., with increasing hydrophobicity of the solid. This tendency is

also found in MD simulations with Lennard-Jones potentials [175].

4.8 Flow with wetting in a Y-shaped microchannel and mi-

crochannel networks

In this section, we explore the potential of the proposed method in simulating the flow with

wetting in capillaries with complex geometries. Figure 4.12 shows the flow with wetting in

an inverted Y-shaped microchannel junction. Also, we show the proposed method is able to
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Figure 4.9: Nonwetting (hydrophobic) flow in a 2D rectangular channel.

simulate the flow with wetting in complex microchannel networks. Two types of networks

are chosen, as illustrated in Figure 4.13 and 4.14).

4.9 Conclusion

The method proposed here is a new simulation approach for modeling fluids with free

surfaces and in the meanwhile with liquid-solid interfaces. Firstly, we adopt the many-body

DPD (MDPD) scheme to model the fluid whose potential energy is local-density dependent,

which yields the correct equation of state of liquid. To model the liquid-solid interface, an

“anti-clustering” SPH kernel is used to build an interaction between solid and liquid particles

with short-ranged repulsion and long-ranged attraction. In particular, with the proposed

model we simulate the static wetting of fluid and determine its surface tension according

to the Young-Laplace equation. Also, we investigate the dynamic wetting of fluid in a 2D

rectangular channel, the slip lengths of nonwetting flow are examined. Finally we explore

the potential of the proposed method in simulating the dynamic wetting of fluid in complex

microchannels or networks. Based on all the simulation results, one can conclude that the

proposed application of many-body DPD offers a viable route for solving capillary problems

such as the distribution of liquids in porous materials.

Since only the conservative force is modified in this work, the method can be combined

with the single particle DPD algorithm we proposed in the previous chapters. It might be

a novel way to simulate complex fluids with suspended particles or bluff bodies in capillary

networks or porous media, where the capillary force is dominant and the free surfaces and
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Figure 4.10: Normalized velocity profile of the nonwetting fluid in a Poiseuille geometry.
The position of physical wall is marked by dashed line.

wetting phenomena are important. We will investigate this in the future.
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Figure 4.11: Wetting-dependent slip lengths (Ls) as a function of the flow velocity. Here,
umax is the flow velocity at the channel center.

Figure 4.12: Flow with wetting in an inverted Y-shape channel. Here the weight function
parameters AM = −40.0, BM = 40.0, rM

c = 1.0, rM
d = 0.7; AS = −80.0, BS = 20.0,

rS
c = 0.8, rS

d = 0.7. The injection rate is 2/10 (2 particles per 10 time steps).
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Figure 4.13: Flow with wetting in microchannel network I. Here the weight function pa-
rameters AM = −40.0, BM = 40.0, rM

c = 1.0, rM
d = 0.7; AS = −80.0, BS = 20.0, rS

c = 0.8,
rS
d = 0.7. The injection rate is 5/10 (5 particles per 10 time steps).
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Figure 4.14: Flow with wetting in microchannel network II. Here the weight function pa-
rameters AM = −40.0, BM = 40.0, rM

c = 1.0, rM
d = 0.7; AS = −80.0, BS = 20.0, rS

c = 0.8,
rS
d = 0.7. The injection rate is 5/10 (5 particles per 10 time steps).



Chapter 5

Rheology, microstructure and

migration in Brownian colloidal

suspensions

5.1 Introduction

Suspensions of colloidal particles in a viscous liquid are widespread, with examples in biologi-

cal systems (blood), home products (paint), and industrial processing (waste slurries) [166].

Colloid science and technology also play a key role in emerging technologies, e.g., tissue

engineering scaffolding [89], photonic crystals [185], 3D ink-jet technology [76], advanced

ceramics processing [102], microfluidics [173] and nano-composites [181, 165]. Suspensions

are a class of complex fluids and can be differentiated according to the physical and chemical

nature of the suspended particles and suspending fluid. In this work, colloids are simulated

as neutrally buoyant, chemically stable (non-aggregating) hard, but not rigid, spherical

particles suspended in a Newtonian fluid. We are interested in their rheological properties,

microstructure and shear-induced migration.

Microstructure refers to the relative position and orientation of particles in suspension,

and is closely correlated to the rheology of suspensions. When the suspension is subjected to

flow, locally or fully ordered structures may be formed in dense suspensions [1, 184, 162, 193].

The anisotropic microstructure will, in turn, affect the rheological properties, thereby al-

tering the flow profile, which is usually referred to as shear banding [192]. Hoffman [83]

59
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reported the first evidence that colloidal order can be manipulated by the application of

shear flow. Since his pioneering work, the relationship among flow and ordered structures

has received extensive attention. In order to investigate the microstructure of particles, mi-

croscopy techniques combined with quantitative image analysis have been developed to di-

rectly probe the organization of the colloids in either real or reciprocal space [183]. Here the

two-body structure can be represented by the pair distribution function. Reciprocal-space

techniques typically rely on measuring changes in 2D scattering patterns, using various

sources of electromagnetic radiation, i.e. light [182] and x-rays [184] or neutron scatter-

ing [88]. Probing the directional dependency of the scattered radiation yields the structure

factor S(q) which is related to the radial distribution function in real-space, g(r), through

the Fourier transform [183]. Most experiments have been conducted in either steady-shear

or oscillatory-shear flow. Here we focus on the plane steady-shear Couette and Poiseuille

flow.

Shear-induced migration of colloidal particles occurs in pressure-driven flow of concen-

trated suspensions through a channel. The migration causes an initially uniform suspension

to become less concentrated near the walls and more concentrated near the center of the

channel, which, in turn, leads to the modification of the velocity profile of the suspen-

sion [112]. Particle migration has been studied extensively beginning with Leighton and

Acrivos [101], but there has been little work on Brownian suspensions. For Brownian sus-

pensions, the gradient diffusion resulting from Brownian motion has a significant effect of

opposing migration driven by shear stresses, as observed experimentally [157]. However, as

the flow rate is increased, the effect of diffusion is diminishing relative to shear-driven mi-

gration because shear-driven stresses increase in magnitude, while thermally-driven stresses

remain unchanged. This leads to a flow-rate dependent migration in Brownian suspen-

sions, i.e., stronger migration for larger flow rates, which is fundamentally different from

non-Brownian suspensions.

Computer simulations have made significant contributions to our understanding of sus-

pension rheology, microstructure and shear-induced migration. The major difficulty has

been to account correctly for the hydrodynamic interactions. The most widely used method

for simulating suspension flow at low Reynolds number has been Stokesian Dynamics pi-

oneered by Brady and coworkers [18, 131, 141, 126, 69, 161, 17]. This method properly

incorporates the solvent-induced multibody hydrodynamic forces, Brownian forces, and
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lubrication forces and enables a rigorous simulation of the suspensions composed of rigid

spheres. Other notable simulation techniques are the Lattice Boltzmann method [26, 82], the

Lagrange multiplier fictitious domain method [73, 163], and the DPD method [95, 16, 115].

DPD was employed to investigate colloidal suspensions firstly by Hoogerbrugge and

Koelman, who studied the rheology of colloidal suspensions in simple fluids [95]. However,

they represented the colloidal particle as a collection of DPD particles, an approach with

two limitations. (i) Every colloidal particle contained roughly several hundred DPD par-

ticles. Consequently, simulating concentrated dispersions involved a large computational

burden. (ii) At higher volume fractions, the colloidal particle could overlap with neigh-

bouring particles due to the soft nature of the DPD interactions. While the latter had no

impact on properties at low volume fractions, it missed the interesting high volume-fraction

phenomena, such as shear banding and crystallization. Both limitations can be overcome

if colloidal particles can be represented by single DPD particles as long as the intrinsic

length scale of each particle can be defined. As shown in the previous two chapters and our

papers [137, 136], although with point centers of repulsion, DPD particles have an intrinsic

size, which is assigned by the spherical impenetrable domain occupied by each particle when

immersed in a sea of other particles. The radius of the impenetrable sphere is equated to

the Stokes-Einstein radius RSE derived from the product of the coefficients of self-diffusion

and viscosity of the DPD fluid.

In chapter 3, a new formulation of single particle DPD model has been introduced,

which deviates only slightly from standard DPD. The idea behind the new formulation is

to modify the FPM equations in such a way that the dissipative forces acting on a particle

are explicitly divided into two separate components: central and shear (non-central) com-

ponents. This allows us to redistribute and hence balance the dissipative forces acting on

a single particle to obtain the correct hydrodynamics. The resulting method was shown to

yield the quantitatively correct hydrodynamic forces and torques on a single DPD parti-

cle [137]. In this chapter we further examine the applicability of this simulation approach

to reproduce the correct hydrodynamic characteristics of suspensions. Moreover, in the

simulations we employed an exponential potential for the colloid-colloid and colloid-solvent

conservative interactions, but kept the DPD quadratic potential for the solvent-solvent con-

servative interactions. It was found that such hybrid interactions not only resulted in a

well-dispersed colloidal phase but they also allowed a hard sphere type of repulsion between
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colloids, without any significant decrease of the timestep, in contrast to the Lennard-Jones

pontentials employed in Ref. [150]. In particular, we have examined in detail the rheological

behavior, structure patterns and shear-induced migration for a range of volume fractions

and shear rates, and demonstrated excellent agreement with published experimental and

simulation results. We also investigated the role of angular momentum and torque in dense

suspensions by comparing DPD simulations with and without angular variables.

This chapter is organized as follows. In section 5.2 we describe simulation details includ-

ing the formulation and its parameters. Section 5.3 presents our simulation results, com-

parisons with experiments and results from other simulation methods, e.g. Stokesian Dy-

namics. These results include suspension rheology (5.3.1), colloidal microstructure (5.3.2),

shear banding (5.3.3), migration of colloids in pressure-driven channel flow (5.3.4), and non-

Newtonian viscosity and normal stress differences (5.3.5). We conclude in section 5.4 with

a summary and a brief discussion including the computational cost of the method.

5.2 Formulation and simulation details

The simulation system consists of a collection of particles with positions ri and angular

velocities Ωi. We define rij = ri− rj , rij = |rij |, eij = rij/rij , vij = vi−vj . The force and

torque on particle i are given by

Fi =
∑

j

Fij ,

Ti = −
∑

j

λijrij × Fij .
(5.1)

Here the factor λij (introduced by Pryamitsyn and Ganesan [150]) is included as a weight

to account for the different contributions from the particles in different species (solvent or

colloid) differentiated in sizes while still conserving angular momentum. It is defined as

λij =
Ri

Ri + Rj
, and λij = 1/2 when Ri = Rj (5.2)

where Ri and Rj denote the radii of the particles i and j, respectively. These radii are

parameters as will be seen below. The forces exerted by particle j on particle i is given by

eqs. (3.2-3.6) and eqs. (3.13-3.15). Note that the introduction of particle size factor λij
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will bring a little change to the rotational force (FR), which in general becomes

FR
ij = −γijTij ·

[
rij × (λijΩi + λjiΩj)

]
, (5.3)

and can be specified similarly to eq. (3.14) as

FR
ij = −γS

ijf
2(rij)

[
rij × (λijΩi + λjiΩj)

]
, (5.4)

in which γS and f(r) are defined as before.

Initially, each colloidal particle was simulated as a single DPD particle, of the same type

as the solvent particles but of larger size. Particle size can be adjusted with the coefficient

aij of the conservative force (see equ. (3.7)). However, we found that the colloidal particles

tended to aggregate into clusters in this two-phase solvent-colloid mixture. To solve this

problem, we employed an exponential conservative force for the colloid-colloid and colloid-

solvent interactions, but kept the conventional linear force (see eq. (3.7)) for the solvent-

solvent interactions. It was then found that these hybrid conservative interactions produced

a uniform colloidal dispersion without significantly decreasing the timestep, in contrast

to the small timesteps required for the Lennard-Jones pontential (see Ref. [150]). The

exponential conservative force is defined as

FC
ij =

aij

1− e−bij
(e−bijrij/rc − e−bij ), (5.5)

where aij and bij are adjustable parameters. This exponential force along with the standard

DPD linear force is sketched in Figure 5.1. The size of a colloidal particle can thereby be

controlled by adjusting the value of acs in FC
cs (Here “c” and “s” refer to “colloid” and

“solvent”, respectively, see equ. (5.5) and Figure 5.1). FC
cc as sketched in Figure 5.1 helps

to avoid overlap of colloidal particles in suspension.

To determine the particle size, a measurement of the coefficient of self-diffusion allows

RSE to be calculated by means of the Stokes-Einstein equation given by

RSE =
kBT

6πηsD0
, (5.6)

where D0 is the diffusion coefficient of a particle subject to Brownian motion in a dilute
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Figure 5.1: Conservative forces adopted in this work between solvent-solvent (ss), colloid-
colloid (cc) and colloid-solvent (cs). Here, r = rij/rc and F = FC

ij/aij .

solution and ηs is the solvent viscosity. RSE is equated to the radius R of the sphere

effectively occupied by a single DPD particle [136]. Figure 5.2 depicts the impenetrable

area of a colloidal particle by the number density distribution of its surrounding solvent

particles. We note that there is a solvation effect indicated by a thin layer of surrounding

particles with higher density. We determined that every suspended colloidal particle had a

radius of 0.98 while the solvent particles had a radius of 0.27, both in reduced DPD units.

Here we did not choose larger colloidal particles for two reasons. Firstly, it allowed us to

study systems with larger number of dispersed particles at the same concentration, which

correspondingly yield a more uniform disperse phase and improved the accuracy. Secondly,

from Stokesian Dynamics simulations by Sierou and Brady [161] the system with the larger

number of particles tends to capture more accurately the properties of suspensions, e.g.

sedimentation velocity and diffusion coefficient, although the viscosity is insensitive to the

number of particles [161]. With the colloidal particle radius determined, different volume

fractions of the suspension were achieved by varying the number of colloidal particles,

Nc, in a cubic domain with size of 20 (DPD units). The solvent density was fixed at

ρ = 3. Typically in this work Nc = 200− 1300, which is similar to the range of Sierou and

Brady [162], corresponding to volume fraction φ = 0.1− 0.64.
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Figure 5.2: Number density of solvent particles around a single colloidal particle with
solvation indicated by a thin surface layer of higher density.

The radial distribution function g(r) of colloidal particles in a suspension at different

concentrations (φ) is plotted in Figure 5.3. We see that a hard-sphere type of g(r) for

the suspended particles is achieved and that the second and third peaks become more

pronounced with increasing volume fraction.

To yield correct hydrodynamics, the drag force and torque on a single colloidal particle

in the flow should satisfy Stokes laws at low Reynolds number corresponding to the stick

(no-slip) conditions on its surface, and hence we determined the parameters of dissipative

forces as γC
ss = γS

ss = 4.5, γC
sc = 500 and γS

sc = 1800. The coefficients of random forces

were chosen to satisfy σ =
√

2γkBT . Since it is not expected that the colloidal particles

will be subject to direct interactions between each other except the hard-sphere type of

repulsions, the dissipative force and random force between colloids had negligibly small

values, i.e., γC
cc = γS

cc = 0.045. To simulate the Couette flow between two parallel plates, the

Lees-Edwards periodic boundary condition (LEC) was adopted to avoid the artificial wall-

induced effects, e.g., density fluctuations near the walls. The Peclet number (dimensionless

shear rate) was chosen to quantify the relative importance of shear to Brownian diffusivities,
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Figure 5.3: Equilibrium radial distribution function, g(r), of colloidal particles at different
volume fractions. The center-to-center pair distance r is normalized by the colloid radius
R = 0.98.

which was defined as Pe = γ̇R2/D0 (where R denotes the colloid radius and D0 is its

diffusivity in dilute solution). To keep the temperature constant as kBT = 1.0, the time

step ∆t (in DPD units) was varied from 0.0002 to 0.0005 in all the runs.

5.3 Results

5.3.1 Suspension rheology

At low shear rates, the relative suspension viscosity is a well studied function of solids volume

concentration. Our simulations were restricted to the low shear rate region of Pe ≤ 10−1 and

were carried out with and without the shear components of force in the DPD formulation.

In Figure 5.4, our results are compared with some experimental data measured at low shear

rates [35, 147, 167, 159, 24]. Also plotted are several empirical formulae, some of which

employ the maximum packing fraction, φm, as an adjustable parameter.

For a Newtonian fluid containing a dilute suspension of monodisperse hard spheres,
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Batchelor [11] derived that for Brownian suspensions in any flow

η0
r = 1 + 2.5φ + 6.2φ2, (5.7)

where the linear term was derived by Einstein [53].

Eilers’ empirical formula [67] contains Einstein’s low concentration limit, and is singular

at the high limit as φ → φm:

η0
r = (1 +

1.25φ

1− φ/φm
)2. (5.8)

Another formula which also captures these limits is that of Krieger and Dougherty [98]:

η0
r = (1− φ

φm
)−2.5φm . (5.9)

More recently, Bicerano et al. [14] examined the viscosity charateristics of suspensions

of different hard bodies, and suggested the relative viscosity of a hard-sphere suspension ηr

should have the form:

η0
r = (1− φ

φm
)−2[1− 0.4

φ

φm
+ 0.341(

φ

φm
)2]. (5.10)

The curves defined by equations (5.8)-(5.10) in Figure 5.4 fit the experimental data with

φm = 0.65, the same value obtained by Powell et al. [166] to fit their experimental data.

Figure 5.4 shows a very good agreement between our simulations and all the experimental

results and empirical predictions. Figure 5.4 also shows the effect of omitting from our

simulations the angular terms in the new DPD formulation. By keeping other simulation

details unchanged, we found that without including the angular momentum and torque the

standard DPD model was unable to accurately predict viscosities of non-dilute suspensions

(φ ≥ 0.2).

5.3.2 Microstructure of colloidal particles

The macroscopic properties of suspensions, such as their rheology, are closely related to

the spatial organization of colloidal particles, usually referred to as microstructure. Since

the suspension displays non-Newtonian behavior, it is expected to display various struc-

tures at different volume fractions and shear rates. Most experimental techniques employ
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Figure 5.4: Zero-shear rate relative viscosity η0
r of the suspension at different volume frac-

tions (normalized) φ/φm, fitted by empirical formulaes (lines) and compared with expri-
mental data (symbols), with φm = 0.65.

various sources of electromagnetic radiation, i.e., light and x-rays or neutron scattering to

track the locations of particles in the flow field, with results presented as distributions of

scattered radiation intensity related to the real-space pair-distribution functions by means

of Fourier transforms [183]. Therefore, as in previous studies [69, 140, 127], to compare

with those experiments the pair-distribution functions of the simulated colloidal particles

were calculated in three orthogonal planes, i.e., the flow plane (x, y), the shear plane (x, z)

and the neutral plane (y, z), to visualize the microstructure of colloids. Figure 5.5 shows

the pair-distribution functions in three planes over a range of Pe numbers at φ = 0.4. At

low Pe numbers (Pe ¿ 1), the microstructure is isotropic and reveals a ring pattern also

observed in light-scattering experiments [1, 3, 186]. As the Pe number increases, the struc-

ture remains isotropic in the planes perpendicular to the flow plane, but in the flow plane

it becomes distorted as particles are separated along the extensional axis (45◦ to the flow

direction) of the flow field while being pushed together along the compressional axis. These
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findings compare well with those obtained experimentally [140] and with those obtained

from Stokesian Dynamics simulations [69, 127].
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Figure 5.5: The pair-distribution function in different planes, g(x, y), g(x, z) and g(y, z), at
Pe = 0.1, 1.0, 20 and φ = 0.4. The display region is 6×6 colloid diameters.

At sufficiently high volume fractions (φ > 0.5)), we begin to notice flow-induced local

structures of colloid particles in the suspension, but no full long-range order is found until the

volume fraction exceeds 0.6 and approaches the close packing fraction (φ = 0.64). Through

the pair-distruibution functions in three orthogonal planes at φ = 0.64, Figure 5.6 displays

the fully ordered structure. This ordered structure consists of strings of colloidal particles

lined up along the flow direction while the pair-distribution function in the neutral plane

(y, z) shows the strings to be arranged in an hexagonal pattern, consistent with previous

studies [1, 162, 193]. The full visualization of the shear-induced transition from disorder to

string-like structures of colloidal particles can be found in supporting materials.

The pair-distribution function of the ordered structures was averaged in all directions

to yield g(r) shown in Figure 5.7. At low shear rates (Pe < 1.0), this ordered structure is

persistent and stable. However, shear has a dual ordering role. At low shear rates it can
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Figure 5.6: The pair-distribution function of the string-like ordered structure of colloids on
different planes at Pe = 0.1 and φ = 0.64. The display region is 7×7 colloid diameters.

induce order [4] while at high shear rates it can melt a colloidal structure [84, 177]. In our

simulations, at higher shear rates (e.g., Pe = 1.5) the ordered structure became metastable,

switching from one structure to another. As the shear rate was further increased (e.g., at

Pe ≈ 5) shear melting occurred, and the disordered phase was recovered. This behavior is

similar to that reported in experiments [2, 7, 194]. However, we note that the observation

differs from a recent work by Kulkarni and Morris [99] who performed accelerated Stokesian

Dynamics simulations for particle volume fractions of 0.47 ≤ φ ≤ 0.57 and observed the

ordering when particle volume fraction is above 0.5 even at Pe ≥ 10. It appears that the

different interparticle forces used in Stokesian Dynamics and in this work play a role for

this difference.

5.3.3 Shear-banding

At sufficiently high volume fractions (φ > 0.5), the typical suspension begins to display

some anisotropic organization when subject to shear flow, i.e., the colloids become partially

or fully crystallized. In turn, this microstructure affects the rheological properties, and

thereby alters the flow profile from linear to non-linear, which is usually taken to be the

hallmark of shear banding [192]. This was also observed in our simulations, and Figure 5.8

(left) gives one example of the nonlinear velocity profile at φ = 0.6. The profile consists of:

two high shear-rate regions close to the boundaries with a low shear-rate region in between.

Figure 5.8 (middle) shows a more extreme case when a long-ranged ordered structure was

formed in suspension (φ = 0.64) at a low shear rate, and then at sufficiently high shear rate,

as mentioned above, shear melting occurred with recovery of both the disordered phase and



71

r / R

g(
r)

0 1 2 3 4 5 6 7
0

2

4

6

8

10

12

φ = 0.64
Pe = 0.1

Figure 5.7: Radial distribution function g(r) of colloidal particles in their fully ordered
state. Pair distance normalized by the colloid radius R. Here, φ = 0.64 and Pe = 0.1.

the linear velocity profile (Figure 5.8 (right)).

5.3.4 Migration of colloidal particles in Poiseuille flow

We also investigated the shear-induced migration of suspended colloidal particles relative

to the solvent in pressure-driven channel flow. An initially uniform suspension became

less concentrated near the walls and more concentrated near the center of the channel.

The channel was configured as the reverse Poiseuille flow (RPF). It consists of two paral-

lel Poiseuille flows driven by body forces, equal in magnitude but opposite in direction [8].

RPF permits periodic boundary conditions and thereby avoids the pitfalls of simulating real

walls. To compare our results with previous studies [157, 70], we chose the same volume

fraction φ = 0.26 and Peclet number Pe = 129. The Peclet number is defined in the same

way as above, i.e., Pe = γ̇R2/D0, but with γ̇ = vmax/(H/2), where vmax is the maximum

axial velocity of the suspension and H is the width of the channel. In Figure 5.9 the re-

sulting volume fraction profile across the channel is compared with the measured profile of

Semwogerere et al. [157], and the predicted profile of Frank et al. [70] who used a contin-
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Figure 5.8: Velocity profiles in Couette flow for concentrated colloidal suspensions (left)
at φ = 0.6; (middle) at φ = 0.64 after the ordered structure of colloids was formed in
suspension and (right) after the ordered structure of colloids melted into the disordered
phase. The coordinate y is normalized by the colloid radius R.

uum mixture flow model. In their experiment, Semwogerere et al. [157] investigated the

influence of Brownian motion on shear-induced particle migration of monodisperse suspen-

sions of micrometre colloidal particles by pumping the suspension through a glass channel

of rectangular cross-section. In the flow model, a constitutive law was proposed to describe

the suspension normal stresses as a function of both φ and the local Pe number, and the

particle migration is then driven by the spatially-varying normal stresses.

Figure 5.9 shows that at the same volume fraction and Peclet number, compared with

the model predictions by Frank et al. [70] our simulations yield a slightly better agreement

with the experiments. However, the observed migration is still noticeably stronger than

that in the experiment. The discrepency may result from the fact that in the experiment

the charge on the particles causes an electrostatic repulsion between the particles that may

be sufficiently strong to resist the migration of particles toward the channel center [157].

The particle migration can lead to a modification of the velocity profile of the suspension.

In particular, the profile is no longer parabolic, but becomes more flattened on the center

as shown in Figure 5.10. Furthermore, the migration is flow-rate dependent as expected

for Brownian suspensions. Figure 5.11 plots the volume fraction profiles along the channel

width over a range of Pe numbers. The migration causes larger concentrations in the

low-shear regions near the centre of the channel for larger flow rates, which is a typical

characteristic of Brownian suspensions.
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5.3.5 Non-Newtonian viscosity and normal stress differences

At higher shear rates colloidal suspensions usually exhibit non-Newtonian viscosity and

normal stress differences, which were also calculated from our simulations in both Couette

flow and Poiseuille flow. As above, we simulated Couette flow with LEC and Poiseuille flow

with RPF. The non-Newtonian viscosity and the first and second normal stress differences

and coefficients are calculated from the following expressions

η =
Sxy

γ̇
, N1 = Sxx − Syy, N2 = Syy − Szz, Ψ1 =

Sxx − Syy

γ̇2
, Ψ2 =

Syy − Szz

γ̇2
.

(5.11)

For each simulation of Couette flow, the shear stress (Sxy) and normal stresses (Sxx, Syy, Szz)

are calculated corresponding to a single shear rate (γ̇). Therefore, it appears to be expen-

sive when we need to study the rheological properties over a wide range of shear rates.

However, in Poiseuille flow, a range of shear rates can be extracted from a single velocity

profile, which improves the efficiency significantly. Particularly, in Poiseuille flow we ex-

tract the shear rates from the measured velocity profile by numerical differentiation of fitted

even-order polynomial for the central region, and cubic splines for the wall region.
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Figure 5.10: Velocity profile across the channel in Poiseuille flow at φ = 0.26 and Pe = 129.

The regularity assumptions of continuum theory allow for the expansion of V (y) in

powers of y2, and for the low shear rates near the centerline the leading terms are

V (y) = Vc − nf

2η0
y2 + O(y4), (5.12)

where f is the imposed body force per unit mass in RPF and n is the number density. This

suggests that the central region of the velocity profile can be fitted well with even-order

polynomials in y measured from the centerline, with the coefficient of y2 furnishing the

zero-shear rate viscosity η0
r . We employ a fourth-order polynomial fitted near the centerline

by careful limitation of the region so that the term y4 is not dominant. For the near-wall

region where polynomial interpolation is known to perform rather poorly, the profile velocity

profile is then interpolated with cubic splines and projected onto grid points yi, defined as

yi = i∆y, i = 0, ..., M , where M = b0.5H/∆yc with uniform spacing ∆y. The required

shear rates at points yi+0.5 are then calculated from the second-order central difference

(V (yi+1)− V (yi))/∆y. For the higher flow rate profile, the zero-shear rate plateau cannot

be obtained accurately because the central region of the velocity profile is very narrow, and

not resolvable by fitting with low-order polynomials. Hence, full curves of viscosity and

normal-stress coefficients for a particular system were obtained through two simulations:
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Figure 5.11: Volume fraction profiles across the channel in Poiseuille flow with different flow
rates at φ = 0.26.

first with a low flow rate profile to resolve zero-shear viscosity plateau and subsequently

with a high flow rate profile to resolve the high-shear rate region.

The imposed shear stress is Sxy = fn(H/2− y) and hence is free of noise. Dividing the

imposed shear stress by shear rate obtained by the differentiation of velocity profile is a less

noisy operation than using the calculated shear stress. Thus, normal-stress coefficients are

noisier since normal stresses have to be calculated.

The relative viscosities of different concentrated suspensions as a function of Peclet num-

ber are plotted in Figure 5.12, where results from both LEC and RPF are presented. The

symbols denoted by “direct” are extracted from the RPF simulations without regard for

the cross channel concentration distribution. We find noticable disagreement compared to

results from the LEC simulations. Also, the “direct” curves are not continuous for the two

flow rates. These discrepancies result from the non-uniform concentration of colloidal parti-

cles due to their stress-gradient driven migration across the channel (refer to section 5.3.4).

Since viscosity is a function of both concentration and shear rate, we need to incorporate

the local volume fraction information of colloidal particles in order to correct for its effect on

viscosity. This can be done through a superposition procedure. We form our superposition
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Figure 5.12: Relative viscosity ηr of the suspension vs. Pe number.

shift factor as

aφ =
η0

r (φbulk)
η0

r (φlocal)
, (5.13)

where φlocal is the local volume fraction, φbulk is the bulk volume fraction and η0
r is the

zero-shear rate relative viscosity determined by equation (5.10). The shift for ηr at different

shear rates can be preformed as ηraφ and for the shear rate as γ̇/aφ. The curves denoted

by “superposition” are thereby obtained based on the local volume fraction profile and the

superposition shift factor aφ. We find that after superposition, the RPF curves become

continuous and agree well with the LEC results. These results demonstrate that dense

suspensions (e.g., at φ ≈ 0.5) are significantly shear-thinning with Newtonian limiting

behavior at both low and high shear rates. However, for relatively dilute suspensions (e.g.,

at φ ≈ 0.3), the non-Newtonian behavior is not significant and only slight shear-thinning

was observed. These observations are consistent with the experiments of Krieger et. al. [97].

The superposition shift was also performed for the normal-stress coefficients obtained

in RPF simulations as Ψ1a
2
φ and Ψ2a

2
φ. After the superposition, we further normalized

the data as Ψ1/Ψ0
1, Ψ2/Ψ0

2, and λ0γ̇, where Ψ0
1 and Ψ0

2 are the plateau values of normal-

stress coefficients at low shear rates, λ0 = Ψ0
1/(2η0

rηs) is the mean relaxation time and ηs
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is the solvent viscosity. Figure 5.13 shows the normalized first and second normal-stress

coefficients of suspensions at different concentrations plotted as functions of λ0γ̇. We note

that the RPF results agree well with the LEC results, but discrepencies exist between

different concentrations of suspensions, especially for the second normal-stress coefficient.

The deviations can be explained by large errors in the plateau values of normal-stress

coefficients. These errors result from the noise in the calculated normal stresses, especially

in the second normal stress, and the numerical differentiation errors of local shear rates (γ̇)

in the neighborhood of the Poiseuille flow centerline. And they are further magnified after

dividing the normal stresses by γ̇2 to obtain the normal-stress coefficients.

To compare with the results from other work, we also show the first and second normal-

stress differences scaled by the solvent viscosity and shear rate in Figure 5.14. We find that

our results are comparable to those of Stokesian Dynamics simulations [69], but here we

also include predictions in the low shear-rate region (Pe < 100) which we obtained using

the RPF approach.

5.4 Conclusion

The aim of this work has been to demonstrate that a new formulation of DPD model al-

lows accurate and economical simulations of colloidal suspensions by representation of the

colloidal particles as single DPD particles. We found that employing exponential conserva-

tive interactions for colloid-solvent and colloid-colloid particles yield a well-dispersed phase

of colloidal particles differentiated from solvent particles by size, and by essentially hard

sphere repulsions between colloidal particles as demonstrated by their radial distribution

function, g(r).

In particular, we examined in detail the rheological behavior, the microstructure and

shear-induced migration of colloidal suspensions in plane shear flows (Couette and Poiseuille)

over a range of volume fractions and flow rates. The relationship of relative viscosity versus

volume fraction at the low shear-rate limit (Pe ≤ 10−1) was computed in good agreement

with available experimental data and empirical correlations. The shear-dependent viscosity

and the first and second normal-stress differences and coefficients were also investigated at

different concentrations in both Couette and Poiseuille flows. When the suspension under-

went higher shear-rate flow, it displayed shear-thinning. In this work, the limit of attainable
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Peclet numbers is in the order of 100. However, this is not a fundamental limitation and can

be readily increased by different interaction envelopes and/or increasing the cutoff radius

for particle interactions at the cost of smaller time step.

Since the rheological behavior of suspensions is closely correlated with the microstructure

of colloidal particles, we also examined the microstructure of colloidal particles at different

shear rates. The structure pattern was measured by the pair distribution function on

different planes. We observed that at low Pe numbers (Pe ¿ 1) the microstructure was

isotropic and revealed a ring-like pattern, and as the Pe number increased the structure

remained isotropic on the planes perpendicular to the flow plane. However, in the flow plane

the structure became distorted with a depletion of particles along the extensional axis of

the flow field and concentration of particles along the compressional axis. These findings

agree well with experimental observations [140, 3, 1, 186] and with predictions by Stokesian

Dynamics simulations [69, 127].

For dense suspensions (φ > 0.5), a flow-induced locally crystallized structure of colloids

was found in the suspension at low shear rates, but no long-range fully ordered structure

was found until the volume fraction was near the close packing fraction (φ = 0.64). Our

simulations demonstrated flow-induced string-like structures of colloids formed at the close

packing volume fraction at relatively low shear rates (Pe < 1.0), the strings being arranged

in an hexgonal pattern. This observation is consistent with previous studies [1, 193]. Such

flow-induced anisotropic organization occurred in dense suspensions, in turn, affected the

rheological properties, thereby altering the Couette flow profile from linear to non-linear;

this led to shear banding phenomenon. Upon sufficient increase of the shear rate, the

crystallized structure melted into the disordered phase with restoration of the linear velocity

profile.

The shear-induced migration of colloidal particles was investigated with the suspen-

sion in Poiseuille flow at φ = 0.26. The computed migration effect in terms of the volume

fraction profile of colloidal particles is comparable with experimental data and model predic-

tions [157, 70]. Furthermore, we found that the migration effect was enhanced by increasing

the flow rate, which is a typical difference between Brownian and non-Brownian suspensions.

Finally, we quantified the role of the angular momentum and torque in the hydrodynam-

ics of colloidal suspensions by simulating the rheological behavior of colloidal suspensions

through the standard DPD approach with central dissipative interactions and thereby lin-
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ear momentum only, preserving other simulation details unchanged. We noted that without

angular variables the standard DPD model was unable to simulate the correct rheological

properties of non-dilute suspensions (φ ≥ 0.2). Furthermore, we did not observe the shear

banding by the standard DPD model, even after the ordered structure of colloids was formed

when the volume fraction of suspension approached or even exceeded the close-packing frac-

tion (φ = 0.64).

With regards to computational complexity, in the present DPD model the computational

cost is proportional to the total number of particles in the system (o(N)), which is about

ten times the number of suspended particles, Nc, for an average volume fraction. Hence, the

speed-up factor compared to the conventional method typically using 200 DPD particles

for each suspended particle is a factor of about 20. It is also interesting–although not

straightforward–to compare with the cost of Stokesian Dynamics (SD) that achieves very

accurate results for Brownian suspensions. Since we do not have access to any of the SD

codes currently, we can attempt to provide a rough estimate. To this end, we note that

the cost of the conventional Stokesian Dynamics scales as o(C1N
3
c ) whereas the cost of

the accelerated Stokesian Dynamics is o(N1.25
c lnNc) [10]. However, the heavy overhead

associated with the accelerated version is expressed by the value of the constant C2, which

is about four orders of magnitude greater than C1 in the scaling of the conventional SD.

(This result is based on the break-even point reported in Ref. [10] which is about Nc = 300.)

Hence, indirectly we can deduce that the current DPD model is possibly up to three orders

of magnitude faster than the accelerated version of Stokesian Dynamics, however a direct

comparison of costs is currently missing. Also, other indirect costs associated with both

methods may change these estimates.

In conclusion, the above results in terms of accuracy and efficiency support the use

in large-scale simulations of the new DPD formulation that represent a colloidal particle

with a single DPD particle. The advantage of this approach is that the essential physics

of colloidal suspensions is captured correctly and economically. In addition, it is a very

general method for unbounded or confined domains and will allow, for example, economical

studies of polydispersed colloidal suspensions and dispersion in viscoelastic media.
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Chapter 6

A low-dimensional model for the

red blood cell

6.1 Introduction

Blood flow is the key determinant in numerous pathologies. Since red blood cells (RBCs)

occupy nearly one-half of blood (∼ 5× 106/mm3) [152], the blood flow is greatly influenced

by the dynamics of RBCs. A healthy human RBC has a biconcave shape and is highly

deformable [117, 146]. As a consequence of RBC size and deformability, the nature of blood

flow changes greatly with the vessel diameter. In vessels larger than 200 µm, the blood flow

can be accurately modeled as a homogeneous fluid [146]. However, in smaller vessels, such

as arterioles and venules, the two-phase nature of blood as a suspension of RBCs becomes

important. Therefore, quantitative understanding of the blood flow through arterioles and

venules is necessary for assessing the hemodynamic resistance and its regulation in the

microcirculation as well as for analyzing oxygen transport processes. A number of numerical

models have been developed recently based on a continuum description [71, 59, 148, 52],

a discrete approximation at the spectrin molecular level [45, 103, 78] as well as at the

mesoscopic scale [130, 47, 49, 145]. Fully continuum (fluid and solid) models often suffer

from the non-trivial coupling between nonlinear solid deformations and fluid flow with

consequential computational expense. At the microscopic scale, detailed spectrin molecular

models of RBCs are also limited by the demanding computational expense. Mesoscopic

modeling of RBC combines accuracy and efficiency.

82
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There exist several mesoscopic methods for RBCs [130, 47, 49, 145]. Dzwinel et al. [49]

modeled RBCs as a volume of elastic material having an inner skeleton. In other works [130,

47, 145] the RBC is represented by a network of springs in combination with bending rigid-

ity and constraints for surface-area and volume conservation. Dupin et al. [47] coupled the

discrete RBC to a fluid described by the lattice Boltzmann method (LBM) [168]. Zhang

et al. [196] combined LBM for fluid flows and immersed boundary method (IBM) for the

fluid membrane interaction. Noguchi and Gompper [130] employed Multiparticle Colli-

sion Dynamics [114] and presented encouraging results on vesicles and RBCs. Pivkin and

Karniadakis [145] used Dissipative Particle Dynamics (DPD) [85] for a multi-scale RBC

(MS-RBC) model. Fedosov et al. [65] further incorporated in this multi-scale model the

viscoelastic property of membrane and the external/internal fluid viscosity contrast, which

are not taken into account in most previous models. All of the above methods obtained

very promising results, but still suffer from the prohibitive computational cost for vessels

greater than 20-50µm in diameter. As a consequence, there have not been many mesoscopic

simulations performed for the blood flow in large vessels, especially at high concentrations.

In the present work, we present a new low-dimensional RBC (LD-RBC) model, based on

a ring of 10 colloidal particles connected by wormlike chain (WLC) springs. Each colloidal

particle is simulated by a single DPD particle based on a new formulation of DPD, which

augments the standard DPD with non-central dissipative shear forces between particles

while preserving angular momentum [137]. Details of simulating colloidal particles, includ-

ing the new formulations of DPD and the adopted exponential conservative interactions

between particles, can be found in our previous work [135]. To consider the bending rigid-

ity of RBC, we incorporate into the ring model bending resistance in the form of “angle”

bending forces dependent on the angle between two consecutive springs.

We validate the new RBC model in microcirculation by simulating the following effects,

which are observed in vitro and in vivo: (i) Existence of a cell-free or cell-depleted layer

near the wall; (ii) Fahraeus effect, i.e., dependence of tube or vessel hematocrit on tube

diameter; (iii) Fahraeus-Lindqvist effect, i.e., dependence of apparent viscosity on tube

diameter. In this work, we will study these key features of blood flow as well as RBC

mechanical responses, in comparison with the experimental data. In particular, we simulate

flow in a 3D tube, instead of 2D rectangular channel used in previous studies [196, 48].

We also test the model in more complex geometry domains. Specifically, it was shown
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experimentally [62], by an in vitro model, that for a fixed flow rate a geometrical constriction

in the flow can artificially enhance the cell-free layer. This phenomenon can be used to

design microfluidic devices to separate red blood cells from the suspending plasma [62]. As

a further validation of the proposed low-dimensional RBC model, we perform simulations

to reproduce the above experimental observation.

This chapter is organized as follows. In section 6.2 we describe the RBC model and

explain the scaling to real units in section 6.3. Section 6.4 presents RBC mechanical response

under stretching. Section 6.5 contains results on the cell-free layer, the Fahraeus effect, and

the Fahraeus-Lindqvist effect. In section 6.6, we investigate the influence of a geometrical

constriction on the distribution of RBCs in the flow. We conclude in section 6.7 with a brief

discussion.

6.2 Dissipative particle dynamics (DPD) modeling

The RBC is modeled as a ring of 10 colloidal particles connected by wormlike chain (WLC)

springs. Each colloidal particle is simulated by a single DPD particle with a new formulation

of DPD, in which the dissipative forces acting on a particle are explicitly divided into

two separate components: central and shear (non-central) components. This allows us to

redistribute and hence balance the dissipative forces acting on a single particle to obtain the

correct hydrodynamics. The resulting method was shown to yield the quantitatively correct

hydrodynamic forces and torques on a single DPD particle [137], and thereby produce the

correct hydrodynamics for colloidal particles [135]. This formulation is reviewed below.

We consider a collection of particles with positions ri and angular velocities Ωi. We

define rij = ri− rj , rij = |rij |, eij = rij/rij , vij = vi−vj . The force and torque on particle

i are given by

Fi =
∑

j

Fij ,

Ti = −
∑

j

λijrij × Fij .
(6.1)

Here the factor λij (introduced in [150]) is included as a weight to account for the different

contributions from the particles in different species (solvent or colloid) differentiated in sizes
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while still conserving the angular momentum. It is defined as

λij =
Ri

Ri + Rj
, and λij = 1/2 when Ri = Rj (6.2)

where Ri and Rj denote the radii of the particles i and j, respectively. The force exerted

by particle j on particle i is given by

Fij = FU
ij + FT

ij + FR
ij + F̃ij . (6.3)

The radial conservative force can be that of standard DPD, i.e.,

FU
ij = aij(1− rij

rc
)eij , (6.4)

with rc being the cut-off distance. The translational force is given by

FT
ij = −[

γ⊥ijf
2(r)1 + (γ‖ij − γ⊥ij )f

2(r)eijeij

] · vij

= −γ
‖
ijf

2(rij)(vij · eij)eij − γ⊥ijf
2(rij)

[
vij − (vij · eij)eij

]
.

(6.5)

It accounts for the drag due to the relative translational velocity vij of particles i and j.

This force is decomposed into two components: one along and the other perpendicular to

the lines connecting the centers of the particles. Correspondingly, the drag coefficients are

denoted by γ
‖
ij and γ⊥ij for a “central” and a “shear” components, respectively. We note that

the central component of the force is identical to the dissipative force of standard DPD.

The rotational force is defined by

FR
ij = −γ⊥ijf

2(rij)
[
rij × (λijΩi + λjiΩj)

]
. (6.6)

while the random force is given by

F̃ijdt = f(rij)
[

1√
3
σ
‖
ijtr[dWij ]1 +

√
2σ⊥ijdW

A
ij

]
· eij , (6.7)

where σ
‖
ij =

√
2kBTγ

‖
ij and σ⊥ij =

√
2kBTγ⊥ij to satisfy the fluctuation-dissipation theorem,

dWij is a matrix of independent Wiener increments, and dWA
ij is defined as dWAµν

ij =
1
2(dWµν

ij − dWνµ
ij ). We used the generalized weight function f(r) = (1 − r

rc
)s with s =
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0.25 [63] in equations (6.5)-(6.7). Our numerical results in previous studies [137, 136]

showed higher accuracy with s = 0.25 compared to the usual choice s = 1. The standard

DPD is recovered when γ⊥ij ≡ 0, i.e., when the “shear” components of the forces are ignored.

Colloidal particles are simulated as single DPD particles, similarly to the solvent particles

but of larger size. The particle size can be adjusted with the coefficient aij of the conservative

force (see eq. (6.4)). However, the standard linear force in DPD defined as in eq. (6.4) is

too soft to model any hard-sphere type of particles. To resolve this problem, we adopt an

exponential conservative force for the colloid-colloid and colloid-solvent interactions, but

keep the conventional DPD linear force for the solvent-solvent interactions. We have found

that these hybrid conservative interactions produced colloidal particles dispersed in solvent

without overlap, which was quantified by calculating the radial distribution function of

colloidal particles [135]. Moreover, the timestep is not significantly decreased, in contrast to

the small timesteps required for the Lennard-Jones pontential [150]. The radial exponential

conservative force is defined as

FU
ij =

aij

1− ebij
(ebijrij/re

c − ebij ), (6.8)

where aij and bij are adjustable parameters, and re
c is its cutoff radius. This exponential

force along with the standard DPD linear force is sketched in Figure 6.1. The size of a

colloidal particle can thus be controlled by adjusting the value of aij in eq. (6.8).

The intrinsic size of colloidal particle is determined by the radius of the sphere effectively

occupied by a single DPD particle [135]. In Figure 5.2, the domain occupied by a colloidal

particle is depicted by the distribution of its surrounding solvent particles. A thin solvation

layer of solvent is established next to the boundary of the spherical domain.

To construct the cell model, however, we allow particles in the same RBC to overlap,

i.e., the colloidal particles in the same cell still interact with each other through the soft

standard DPD linear force (see eq. (6.4)). The radius of each colloidal particle is chosen to

be equal to the radius of the ring, and hence the configuration of RBC is approximately a

closed-torus as shown in Figure 6.2.

The WLC spring force interconnecting all cell particles in each RBC is given by

FU
WLC =

kBT

λp
[

1
4(1− rij

Lmax
)2
− 1

4
+

rij

Lmax
], (6.9)
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Figure 6.1: Exponential force distribution adopted in this work. Here, r = rij/re
c and

F = FU
ij/aij .

where rij is the distance between two neighbor beads, λp is the persistence length, and Lmax

is the maximum allowed length for each spring. Since the cell has also bending resistance,

we incorporate into the ring model bending resistance in the form of “angle” bending forces

dependent on the angle between two consecutive springs. The bending forces are derived

from the COS bending potential given by

UCOS
ijk = kb[1− cosθijk], (6.10)

where kb is the bending stiffness, and θijk is the angle between two consecutive springs,

which is determined by the inner product of rij and rjk. Then the bending force on particle

j is derived as FCOS
j = −∂UCOS

ijk

∂rj
.

The DPD interactions among different particle types (solvent (S), wall (W), and cell

(C) particles) are listed in Table 6.1. Random force coefficients for different interactions

were obtained according to σij =
√

2kBTγij with kBT = 0.1. The number densities of both

solvent and wall particles were set to nS = nW = 3.0.
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Figure 6.2: A sketch of the low-dimensional closed-torus like RBC model.

interaction radial conservative force γ‖ = γ⊥ rc

linear (eq. (6.4))

S-S and S-W a=2.5 4.5 1.5

C-C (same cell) a = 500 4.5 1.2

radial conservative force

exponential (eq. (6.8))

C-C (different cell) a = 2500, b = 20, re
c = 2.0 4.5 2.0

S-C a = 2500, b = 20, re
c = 1.0 900 1.5

W-C a = 500, b = 20, re
c = 2.3 900 2.5

Table 6.1: Parameters of DPD interactions in simulations.

6.3 Scaling to physical units

The human RBC has an average diameter DP
0 = 7.82µm (superscript P denotes “physical”),

and therefore the following length scaling is adopted

rc =
DP

0

DD
0

[m], (6.11)

where the superscript D denotes “DPD”.

Due to the fact that we will perform RBC stretching simulations, it is natural to involve

the Young’s modulus into the scaling as the main parameter. Matching the real and model
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Young ’s modulus Y D (kBT )D

rc
2 = Y P (kBT )P

m2 provides us with the energy unit scaling as follows

(kBT )D =
Y P

Y D

rc
2

m2
(kBT )P =

Y P

Y D
(
DP

0

DD
0

)
2

(kBT )P . (6.12)

In addition, we define the force scaling by

ND =
(kBT )D

rc
=

Y P

Y D

DP
0

DD
0

(kBT )P

m
= NP . (6.13)

The time scale is given by

τ =
tPi
tDi

s = (
DP

0

DD
0

µP
p

µD
p

Y D
0

Y P
0

)s, (6.14)

where τ is the model time and µp is the pure plasma viscosity.

6.4 RBC mechanics

Here we investigate the elastic properties of the modeled RBC in health but also at various

stages of malaria. To probe the RBC mechanical response and the change of its mechanical

properties at different malaria stages, we subject the cell to stretching deformation anal-

ogously to that in optical tweezers experiments [170]. The stretching force is applied in

opposite direction to two particles separated by the distance of one diameter of the ring.

Note that the viscous properties of the cell and suspending medium do not affect the final

stretching since the RBC deformations are measured after the equilibrium stretched state

is achieved for a given force. Firstly, we examine the effect of coarse-graining on stretch-

ing response by varying the number of particles (Nc) to model the RBC. Figure 6.3 shows

the RBC shape evolution from equilibrium (0pN force) to 100pN stretching force at dif-

ferent Nc. Note that an increase of the number of particles making up the RBC results

in a smoother RBC surface. However, this feature seems to be less pronounced for higher

Nc. When we stretch the RBCs with different Nc, we find somewhat different mechani-

cal responses as depicted in Figure 6.4. The parameter values used to model the RBC in

each case are listed in Table 6.2. At different Nc we keep the same values of λp and kb,

while Lmax and the conservative force parameter a (eq. (6.4)) are inversely proportional to
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Nc a (eq. (6.4)) Lmax λp kb

6 2000 2.17 0.0005 50

10 500 1.3 0.0005 50

20 100 0.65 0.0005 50

Table 6.2: Parameters of the conservative force (eq. (6.4)), the WLC spring and bending
stiffness specified to model healthy RBCs at different Nc.

Nc. Here, λp determines the Young’s modulus, and along with Lmax and a give the right

size of RBC. To match both axial and transverse RBC deformations with the experimental

data [170], kb is adjusted to reach a good agreement, which also gives some contributions

to the Young’s modulus. The fitted Young’s modulus of a RBC is found to be 20.0µN/m.

This is in agreement with the value obtained in the finite element simulations [170]. The

low-dimensional RBC model does not have the membrane shear modulus.

In comparison with the experimental data [170], again we find that an increase of Nc

results in better agreement but after Nc = 10, the change becomes very small. To gain

sufficiently good agreement and keep the computation cost low, we choose Nc = 10 for all

other simulations shown herein; this is the accurate minimalistic model that we will employ

in our studies.

Figure 6.3: RBC shape evolution at different Nc (number of particles to model a RBC) and
stretching forces.
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Figure 6.4: RBC axial and transverse diameters under deformation for healthy BRCs at
different Nc, in comparison with the experiments [170].

Figure 6.5 (top) presents as points experimental [170] axial and transverse RBC de-

formations at healthy and different stages of the malaria parasite development, and fitted

curves are derived from simulations. Here, the fitted Young’s modulus of a RBC is found

to be 20.0, 54.0, 76.0 and 199.5 µN/m for healthy, ring, trophozoite and schizont parasite

stages, respectively. These values are comparable with the experiments [170, 139]. Note

that this low-dimensional RBC model with Nc = 10 is able to capture the linear as well as

the non-linear RBC elastic response. The parameters specified for modeling healthy RBCs

and malaria-infected cells at different stages are listed in Table 6.3.

To estimate the variations of the RBC volume and surface area, we calculate the relative

change of the area of the ellipse (Ac) formed by the ring under strething deformations as

(Ac−Ac0)/Ac0. Here Ac0 is the area of the ring before any deformation. The axial diameter

of RBC is taken as the major-axis of the ellipse and the transverse diameter is taken as

the minor-axis. For healthy RBCs we find that it varies within only 8% in the range of all

stretching forces (see Figure 6.5 (lower)). Therefore, the surface-area and hence the volume

of RBCs remain approximately constant in this model.
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RBC a (eq. (6.4)) Lmax λp kb

healthy 500 1.3 0.0005 50

ring 2000 1.3 0.0001 50

trophozoite 3250 1.3 0.00005 200

schizont 2750 1.3 0.00005 500

Table 6.3: Parameters of the conservative force (eq. (6.4)), the WLC spring and bending
stiffness specified to model healthy RBCs and malaria-infected cells at different stages of
parasite development.

Next, to verify the model we also compare with the predictions of RBC stretching

deformations from a multi-scale RBC (MS-RBC) model developed recently by Fedosov et

al [65], in which the RBC is constructed by 500 DPD particles connected by a network of

springs combined with bending energy. This MS-RBC model had been proved to be able to

reproduce the essential mechanical properties of RBC correctly [65]. Figure 6.6 presents as

points experimental [170] axial and transverse RBC deformations for a healthy RBC and for

a RBC at the latest stage (schizont) of intra-erythrocytic parasite development in malaria

disease, and fitted curves are derived from simulations with both the MS-RBC and LD-RBC

models. The fitted Young’s modulus of a RBC is found to be 18.9 and 180.0 µN/m for

healthy RBC and at the schizont stage, respectively, in case of the MS-RBC model, while

the LD-RBC model yields the values of 20.0 and 199.5 µN/m, respectively, as mentioned

above. We find a good agreement between two models.

6.5 RBC dynamics

This section details some key features that an accurate model simulating blood flow has

to reproduce. These effects are macroscopic observables arising from mesoscopic (cell-

cell and cell-hydrodynamics) interactions, namely the cell-free layer (CFL), the Fahraeus

effect and the Fahraeus-Lindqvist effect. There are several experiments in vivo and in vitro

studies quantifying these phenomena. Below, we show that our low-dimensional RBC model

reproduces them quantitatively.

We simulate the flow of a mixture of RBCs in a tube with diameter D, subjected to a

body force to mimic a pressure gradient; we also employ periodic boundary conditions in
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the flow direction (see Figure 6.7). The solid wall is represented by fixed frozen particles

with thickness of 1rc. Before freezing, the wall particles with a predefined number density

(nW = 3.0) have reached equilibrium in a separate simulation. To prevent the penetration

of other particles (solvent and cell) into the wall, a reflective (bounce-back) boundary can be

used in addition to the interactions between wall and other particles. An adaptive procedure

is used to employ additional shear-force on the solvent and cell particles within 1rc from

the wall. This ensures that a no-slip boundary condition is achieved at the wall, and also

allows a nearly uniform fluid density next to the wall [66]. The tube hematocrit (Ht) varies

from 20 to 45% and the tube diameter varies from 10 to 120µm. The pseudo shear rate of

flow defined as γ̇ = ū/D is kept larger than 50s−1 in order to capture the hydrodynamic

properties of blood at high shear rates. Here ū is the average flow velocity. The parameters

listed in Table 6.1 are determined by matching the calculated CFL and apparent viscosity

with the experiments for Ht = 45% and D = 40µm. Then, we predict the results for other

cases with those parameters.

6.5.1 Cell-free layer

The cell-free layer (CFL) is a near-wall layer of plasma absent of RBCs since they are

subject to migration to the tube center in Poiseuille flow. The fluid viscosity of the CFL

region is much smaller than that of the core populated with RBCs, thereby providing

an effective lubrication effect for the core in the flow. In small tubes, the CFL thickness is

significant with respect to the tube diameter resulting in a smaller relative apparent viscosity

in comparison with those in larger tubes, where the CFL thickness becomes negligible with

respect to the tube diameter.

To determine the CFL thickness δ we computed the outer edge of the RBC core, which

is similar to CFL measurements in experiments [154, 113, 94]. Figure 6.8 shows a snapshot

of the outer edge of the RBC core as well as the computation of the thickness of CFL as

the distance from the average location of core edge to the tube wall. The edge of RBC

core is determined as the position of the outermost cell particles plus the radius of a single

particle, and averaged over all the snapshots taken after the flow reaches steady state.

Discrete samples of δ from the obtained curves were taken every 0.5µm in x. Varying the

resolution yields slightly different values of δ; the standard deviation ranges from 0.1 to

0.3 µm in all the runs. Figure 6.9 presents CFLs for different tube diameters and tube
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hematocrits obtained using the low-dimensional model in comparison with in vitro [21, 154]

and in vivo experiments [113, 94]. Again, to verify the model we also compare with the

predictions from the MS-RBC model, which had been proved to be able to reproduce the

hydrodynamics of blood correctly [65].

CFLs are found to be wider for lower Ht values and larger tube diameters indicating

migration of RBCs to the tube center. It appears that the values of the CFL thickness

calculated from the two different models (LD-RBC and MS-RBC) agree well in general.

However, in small tubes (D = 10µm), the CFLs predicted by the LD-RBC model are

slightly larger, especially for high Ht (Ht = 0.45), the discrepancy is more significant. A

possible reason for this discrepancy will be discussed later.

A comparison of the simulated CFLs with those obtained in experiments [154, 113, 94,

21] (see Figure 6.9) shows also some discrepancies. Note that our simulations mimic blood

flow in rigid and long tubes. Thus, the CFL measurements are carried out after the steady

state is reached and further cell migration can be neglected. Bugliarello et al. [21] and Reinke

et al. [154] conducted in vitro experiments of blood flow at different discharge hematocrits

(Hd) in glass tubes where the CFL was measured. Taking into account the Fahraeus effect

(see details in the next section), which predicts that Ht should be significantly lower than

Hd, our simulation results show a good agreement with their results. CFL values from in

vivo experiments plotted in Figure 6.9 show satisfactory agreement with simulations for high

concentration of blood (Ht = 0.3− 0.45), whereas for low Ht the agreement is rather poor.

In fact, available in vivo measurements [113, 94] of CFLs show a significant scatter in the

results. Yamaguchi et al. found the CFL in cat cerebral microvessels to be approximately

4 µm (not shown in Figure 6.9) and independent of vessel diameters. Maeda et al. [113]

reported CFLs in the range 1-2µm for vessel diameters 25 − 35µm at Ht = 0.45, where

the rabbit mesentery was perfused. Kim et al. obtained CFLs in the range of 0.8-3µm

increasing from the diameter 10 µm to 50 µm at Ht = 0.42 where the rat cremaster muscle

was used. The variability of in vivo measurements of the CFL and their discrepancies with

simulations shown in Figure 6.9 may be due to several reasons such as the existence of the

glycocalyx layer, variations in vessel width, use of a short vessel in length, close proximity of

the site of CFL measurements to vessel bifurcation, vessel elasticity, and insufficient spatial

resolution of the measurements [154, 113, 94, 21].
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6.5.2 Fahraeus effect

The Fahraeus effect is the reduction in tube hematocrit in microvessels relative to the supply

hematocrit (also called the feed or discharge hematocrit, Hd, hereafter). This hematocrit

reduction depends mainly on the tube diameter and hematocrit. This phenomenon was

first reported by Fahraeus (1929) [60] and now bears his name. It predicts that the tube

hematocrit, Ht, is smaller than the discharge hematocrit, Hd, because of the non-uniform

distribution of RBCs across the vessel and the higher velocity of the cells compared to the

mean fluid velocity.

Most mathematical descriptions of a steady blood flow in a cylindrical tube using a two-

phase fluid model yield three relations for apparent viscosity, tube hematocrit, and core

hematocrit based on the overall mass balance of the RBCs and blood in the tube. Consider

a two layer model [158] for the blood flow with a cylindrical tube of radius R consisting of a

central core of radius Rc which contains a RBC suspension of uniform hematocrit Hc, and

a cell-free layer outside the core containing plasma. The overall mass balance of the cells

in the tube is defined by:

QHd = 2π

∫ R

0
ru(r)h(r)dr, (6.15)

in which Q = 2π
∫ R
0 ru(r)dr is the volumetric flow rate of blood and

h(r) =





Hc, 0 ≤ r ≤ Rc,

0, Rc < r ≤ R,
(6.16)

where Hc has a relationship with Ht specified as

HtR
2 = HcR

2
c . (6.17)

Combining eq. (6.15) with (6.16) and (6.17), we obtain:

Hd =
2πHtR

2

R2
c

∫ Rc

0
ru(r)dr. (6.18)

Keeping the same tube hematocrit, the discharge hematocrit increases, when the CFL

increases, that is when tube hematocrit is low (relatively more space in the center of the

channel) and/or when the tube diameter is large. Figure 6.10 shows that our simulations
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reproduce the Fahraeus effect to a good accuracy in most cases, compared to the empirical

formula by Pries et al. (1992) [149] (based on various experiments), for the hematocrit ratio

(Ht/Hd) as a function of tube diameter (D) and tube hematocrit (Ht). However, we note

that for small tube (D = 10µm) and high Ht (Ht = 0.45), the discrepancy is significant,

which results from the inaccurate predictions of the CFL and flow velocity for small tubes

by the present model. We will discuss this further in the end of the next section.

6.5.3 Fahraeus-Lindqvist effect

The Fahraeus-Lindqvist effect (after the discovery by Fahraeus and Lindqvist (1931) [61])

predicts that the apparent viscosity increases as the tube hematocrit increases (more cell

crowding in the tube means higher resistance, hence higher macroscopic viscosity) and/or

tube diameter increases. The relative importance of the CFL to the tube diameter becomes

small for large tubes and the lubrication provided by the CFL becomes negligible. The

work of Pries et al. [149] provides a comprehensive data base for the description of relative

apparent blood viscosity as a function of tube diameter and hematocrit. The combined

data base comprises measurements at high shear rates (γ̇ > 50s−1) in tubes with diameters

ranging from 3.3 to 1,978 µm at hematocrits of up to 0.6 [149]. They also presented empirical

fitting equations predicting the relative apparent blood viscosity from tube diameter and

hematocrit.

The relative apparent viscosity µrel is defined as

µrel =
Qp

Q
, (6.19)

where Qp is the volumetric flow rate of a pure plasma flow in the same tube under the same

pressure drop ∆P . We compare the velocity profiles of blood flow (u(r)) and pure plasma

flow (up(r)) under the same pressure drop ∆P in Figure 6.11.

Figure 6.12 shows that our simulations reproduce the Fahraeus-Lindqvist effect to a

good accuracy in most cases, compared to the empirical formula by Pries et al. [149] for

the apparent viscosity as a function of both tube diameter and tube hematocrit. However,

when the tube diameter is close to 10µm for Ht = 45%, our values are higher than the

empirical correlations. If we compare with the simulation results of the MS-RBC model

(see Figure 6.13), we also find that in most cases the agreement is good, but in case of
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small tubes (D ∼ 10 µm) and large hematocrit (Ht = 45%) the values obtained with LD-

RBC model are significantly higher than the MS-RBC results. When we check the blunt

velocity profiles for different RBC models (LD-RBC and MS-RBC), in Figure 6.14 we find

a good agreement for a larger tube diameter, but for small tubes (D ∼ 10 µm) and large

hematocrit (Ht = 45%) the LD-RBC model underpredicts the development of the velocity

profile significantly.

This error can be explained as follows. When the tube size is decreasing, the 3D shape

and structure of RBC become increasingly important for the dynamics of blood flow. There-

fore, it is expected that this low-dimensional RBC model fails to accurately simulate the

blood flow in small tubes, especially at high concentrations. If we examine a single RBC

subjected to flow in a small tube, its biconcave shape is expected to transit to a stable

parachute shape [179, 176]. However, in our simulations the low-dimensional RBC while

it acquires a parachute-like shape, does not stay in a parachute-like shape stably, but in-

stead, it flips and becomes flat parallel to the flow direction, and then transits back to a

parachute-like shape again. Therefore, on one hand, the CFL becomes wider than expected

and provides more lubrication for the blood. On the other hand, these continuous transi-

tions increase the flow resistance, and thus increase the blood viscosity. Also, they make

it easier for RBCs to approach each other to form clusters that block the tube, which in

turn further increases the blood viscosity. By contrast, at high Ht the latter effect is more

significant than the former lubrication effect. To quantify the shape transitions of RBC,

we employ the gyration tensor to characterize the different RBC shapes. It is defined as

follows

Gmn =
1

Nc

∑

i

(ri
m − rC

m)(ri
n − rC

n ), (6.20)

where ri are the cell particle coordinates, rC is the RBC center-of mass, Nc is the number

of particles in a cell (which equals to 10 here), and m, n represent different components

of coordinates. For this low-dimensional RBC model, the gyration tensor for the initial

flat ring shape has two large eigen-values corresponding to the ring diameter and a third

zero eigen-value. Transition to the parachute-like shape can be characterized by the third

eigen-value as it increases above zero. After that when the cell becomes flat parallel to the

flow direction, the minimum eigen-value decreases to zero again. Figure 6.15 (left) shows

the variation of the minimum eigen-value, characterizing the shape transitions of RBC in a
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Constriction w(µm) L(µm)
1 50 50
2 25 50
3 25 100
4 25 200

Table 6.4: Widths and lengths of the four types of geometries of the constriction adopted
in this work.

thin tube for early times; after that, the RBC continues its shape transitions, as depicted in

Figure 6.15 (right) for longer times. This is observed only in small tubes of sizes comparable

to the cell diameter. In larger tubes, since more cells are involved in the flow, the shape

transitions of each RBC are constrained by its neighbor RBCs (see Figure 6.7).

6.6 Blood flow through a constriction

As mentioned in section 6.5.1 there are regions of the flow that have essentially no cells, i.e.

cell free layers. When there is a geometrical constriction in the flow, the constriction will

enhance the downstream cell free layer artificially. Therefore, the width of the distribution

of cells after the constriction shrinks (see Figure 6.16), but at different levels, depending

on the geometry of the constriction and the deformability of RBCs. Next, we investigate

the effects of those different factors. Here we aim to simulate the set-up in the experiment

of [62], where the discharge hematocrit HD is 2.6%.

The channel height (z) is set to be 75µm everywhere, including the constriction, whereas

the channel width (y) is 100µm. We consider four different lengths and widths of the

constriction as listed in Table 6.4. The length of the channel before and after the constriction

is taken to be 200µm (see Figure 6.16).

We extract the widths of distribution of RBCs up- and downstream, respectively de-

noted W1 and W2 (see Figure 6.17), in the same way as we compute the cell free layer

in section 6.5.1. A plot of the ratio W2/W1 versus the Reynolds number Re is shown in

Figure 6.18. The Reynolds number is calculated as Re = ρQ
ηH , where ρ is the number density

of all particles in the blood, η is the apparent viscosity of blood with HD = 2.6% calculated

by the empirical formula of Pries et al. [62], Q is the flow rate and H is the channel height.

The range of Reynolds number was chosen according to the typical value of Reynolds num-

ber used in the experiment, which is about 0.01 [62]. The average cell free layer before the
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constriction is found to be about 4µm in all the simulations, which is exactly the same as

reported in the experiment [62]. Firstly, we studied the effect of the constriction geometry.

A plot of the ratio W2/W1 versus the Reynolds number Re is shown in Figure 6.18 for

four different lengths/widths of the constriction (circle symbol); see also the representative

images of the different geometries. The CFL is found to be enhanced significantly for the

longer or/and narrower constriction, which is consistent with the experimental observa-

tion [62]. From Figure 6.18, we also note that in the chosen range of Reynolds number,

the ratio W2/W1 depends only slightly on the flow rate. This observation is also consistent

with the experiment [62], where insignificant dependence on flow rates was reported.

We also examine the effect of boundary conditions in the z (spanwise) direction. In Fig-

ure 6.18, we compare the results with those obtained by using periodic boundary condition

in the z direction. With unbounded boundaries, the W2/W1 ratio depends strongly on the

flow rate.

It was reported in the experiment [62] that the deformability of the red blood cell is

another key factor to understand the enhancement of the cell-free layer. Thus, we compare

healthy cells with malaria cells. At the schizont parasite stage, malaria cells are about 10

times as rigid as healthy cells (see section 6.4). In Figure 6.19, we plot the ratio W2/W1

versus the length of constrictions (Constriction 2-4 in Table 6.4) for both healthy and

malaria cells. We observe that the hardened RBCs also show an enhanced downstream cell-

free layer. However, the enhancement is less pronounced if compared against the normal

RBCs, which is also consistent with the experimental observation [62].

6.7 Summary

We have developed a low-dimensional RBC model which is able to accurately reproduce

RBC mechanics, rheology of blood, and dynamics of blood flow in vessels greater than 10µm

in diameter. The RBC is modeled as a closed-torus like ring consisting of 10 colloidal par-

ticles connected by WLC springs. Bending forces derived from the COS bending potential

is incorporated to mimic the bending rigidity of RBC. Each colloidal particle is simulated

by a single DPD particle as described in our previous work [135]. The simulations achieve

good accuracy in comparison with available experimental results and empirical correlations

as well as the MS-RBC model.
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Specifically, we performed stretching simulations of RBC for healthy and different malaria

stages. The simulated curves give excellent fits to the experimental data [170]. The fitted

Young’s modulus of a RBC is found to be 20.0µN/m for the healthy RBC, 54.0µN/m

for the ring stage, 76.0µN/m for the trophozoite stage, and 199.5µN/m for the schizont

stage, which is consistent with the experiments [170, 139]. This demonstrates that this

low-dimensional RBC model is able to capture linear as well as non-linear RBC elastic

response.

Furthermore, we modeled blood as a suspension of RBCs and performed simulations to

study some key features that an accurate model simulating blood flow has to reproduce, i.e.,

the cell-free layer (CFL), the Fahraeus effect, the blunt velocity profile, and the Fahraeus-

Lindqvist effect. The tube hematocrit Ht ranged from 0.2 to 0.45 and tube diameters varied

from 10 to 120µm. Our simulations yield good agreement with experimental data and

empirical correlations in most cases except when the tube diameter becomes comparable to

the diameter of RBC in high concentrate blood, e.g., Ht = 0.45. It is due to the insufficiently

accurate representation of the 3D structure and shape of RBC in this low-dimensional model.

Finally, we studied the effect of a geometrical constriction on the enhancement of the

downstream cell-free layer in the flow. In particular, we investigated the dependence of this

effect on the flow rate, the length and width of the constriction and the deformability of

the cells. We find that longer or/and narrower constriction, and highly deformable cells will

further increase the enhancement of the downstream cell-free layer.

Compared with the multi-scale RBC (MS-RBC) model, the proposed model takes much

less computational cost. Particularly, each RBC consists of only 10 DPD particles, which is
1
50 of the 500 DPD particles in the MS-RBC model. Furthermore, the diameter of each LD-

RBC is 4 in DPD units, only one half of the MS-RBC, which is 8 in DPD units. Therefore,

for the same simulation the domain can be 1
23 of that in the MS-RBC simulations, and as a

result in our model we need only 1
8 of the solvent particles used in the MS-RBC simulations,

while keeping the same number density. As a result, the computational cost can be reduced

by about two orders of magnitude. Thanks to this low computational cost, the model

significantly improves the efficiency of simulating blood flow in large and long vessels, e.g.,

in arterioles and arteries. We are currently using this model to compute the bulk viscosities

of blood in a wide range of shear rates and we will report our result in future publication.

The model has also limitations. As mentioned above, the model is unable to represent
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the exact 3D shape and structure of RBCs, which gives rise to the difficulty in simulations

of blood flow in capillaries of sizes comparable to the cell diameter. A finer model with a

few more internal layers of particles may help to resolve this problem. Moreover, this model

does not include all information about the RBC membrane, which consists of a lipid bilayer

with an attached cytoskeleton formed by a network of the protein spectrin linked by short

filaments of actin. The membrane’s elasticity is attributed to the attached spectrin network,

as is the integrity of the entire RBC when subjected to severe deformations in capillaries

as small as 3µm. The metabolic activity can affect this spectrin network and thereby

the entire RBC properties, through the consumption of adenosine triphosphate (ATP),

according to [75, 74, 138]. Therefore, it will be an interesting future topic to incorporate

into this low-dimensional RBC model the membrane with an active spectrin network.
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Figure 6.5: (Upper) RBC axial and transverse diameters under deformation for healthy and
malaria RBCs, in comparison with the experiments [170]; (Lower) Estimation of the relative
change of the area (Ac) formed by the ring under strething deformations to quantify the
variations of the RBC surface area in this model.
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Figure 6.7: Blood flow simulated in a tube with D = 40µm at Ht = 0.45. Solvent particles
are not displayed here for better visualization of RBCs.
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Figure 6.8: An example of a RBC core edge and computation of cell-free layer thickness for
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Figure 6.9: Cell-free layer thickness versus tube diameter (D).
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Figure 6.12: Apparent viscosity as a function of tube diameter at different tube hematocrit.
Simulation data (symbols) are compared with empirical correlations (lines) by Pries et
al. [149].



107

10
0

10
1

10
2

10
3

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Tube diameter (µm)

R
el

at
iv

e 
ap

pa
re

nt
 v

is
co

si
ty

 

 

Experiment
Simulation (LD−RBC)
Simulation (MS−RBC)

Ht = 45%

Ht = 30%

Figure 6.13: Blood apparent viscosity as a function of tube diameter and hematocrit. Sim-
ulation data from both models (LD-RBC and MS-RBC) are plotted with symbols, while
the lines are the empirical correlation by Pries et al. [149].



108

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

r (µm)

u/
u p

 

 

Plasma
Blood Ht=30% (LD−RBC)
Blood Ht=30% (MS−RBC)
Blood Ht=45% (LD−RBC)
Blood Ht=45% (MS−RBC)

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

r (µm)

u/
u p

 

 

Plasma
Blood Ht=30% (LD−RBC)
Blood Ht=30% (MS−RBC)
Blood Ht=45% (LD−RBC)
Blood Ht=45% (MS−RBC)
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Figure 6.15: Minimum eigen-value of the gyration tensor characterizing the shape transi-
tions of RBC in the tube flow, for (left) short times and (right) longer times. Here the tube
diameter D = 9µm.



110

Figure 6.16: A snapshot of the red blood cells in the channel with a geometrical constriction.
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Figure 6.17: Number density distribution of RBCs along the entire channel.
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Figure 6.18: Ratio of the widths of distribution of RBCs W2/W1 versus Reynolds number
Re for different geometries of the constriction (see Table 6.4).
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Chapter 7

Effect of aggregation on blood

rheology

7.1 Introduction

Red blood cells (RBCs) in the presence of plasma proteins or other macromolecules tend

to form aggregates [71, 123, 33]. It is believed that the aggregates are rouleaux [71, 122,

180, 155], in which RBCs adhere loosely like a stack of coins. The RBCs join together

at their faces and form rodlike aggregates, having as their diameter the diameter of one

RBC. Aggregation in vivo usually involves fibrinogen [123, 121, 32] or immunoglobulin [44].

The tendency to form rouleaux and the shape of the rouleaux formed depend upon the

strength of binding between the cells [28]. Therefore, varying the concentration of fibrinogen

in the plasma affects RBC aggregation and thereby the rheological properties of blood

significantly [123, 121, 32]. At extremely high adhesive energies disordered aggregates form

rather than rouleaux [28].

The rouleaux are flexible and easily broken down by the flow-induced shear stress when

the blood is subjected to flow [71, 197]. Because of their frailness, the rouleaux will decrease

in length as the shear rate increases, until at high enough shear rates the RBCs exist only as

individual cells. To a remarkable extent, this behavior of blood is similar to that of a model

suspension proposed by Casson: mutually attractive particles are suspended in a Newtonian

medium; these particles aggregate at low shear rates to form rigid, rodlike aggregates whose

length varies inversely with the shear rate [122].

113
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RBC aggregation plays a major role in rheological properties of blood. Largely as a

result of rouleaux formation, the viscosity of blood increases significantly as the shear rate

decreases [122, 34, 190]. In small blood vessels, particularly in the postcapillary venules,

where the shear stress is low [5], the flow resistance can be largely attributed to RBC aggre-

gation. In fact, it has been reported that at least 50% of postcapillary resistance is attributed

to RBC aggregation [22]. Aggregation-induced elevation of blood viscosity increases the vas-

cular resistance and thus reduces blood flow, which further increases aggregation. Indeed,

RBC aggregation is used clinically as an index of the concentration of macromolecules in

the blood plasma. The sedimentation rate, a measure of RBC aggregation, is elevated in

several diseases including multiple myeloma, many infections, macroglobulinemias, some

malignancies, and diabetes mellitus [153]. Intravascular aggregation can lead to a slowing

of microvascular blood flow, resulting in localized hypoxia and acidosis [42]. In patients with

diabetes mellitus, increased aggregation may play a role in the pathogenesis of vascular dis-

arrangements and diabetic retinopathy [43]. Also, enhanced aggregation has been observed

with RBC in other diseases associated with microcirculatory disorders, such as cardiovas-

cular diseases, and trauma, and has been linked to their pathophysiology [29, 90]. The

difference in the percentage of aggregated RBCs may also be an indication of a thrombotic

disease.

Furthermore, there have been many studies claiming a yield stress for blood due to the

presence of rouleaux [122, 120, 119, 38, 39, 86]. Merrill and co-workers measured the yield

stress of normal human blood and found values between 0.015 and 0.05 dyn/cm2 at 45%

hematocrit [122]. The yield stress varied with the third order of hematocrit, similar to the

dependence Thurston described for the elastic modulus of normal blood [122]. Copley and

King studied normal blood down to shear rates of 0.0009 s−1 and found evidence for a yield

stress [39]. The measurement of yield stress is complicated by the nature of blood and type

of instrument used [118]. Sedimentation and wall effects are the major problems. The yield

stress of blood is clinically important. Dormandy and Reid found elevated yield stress in

patients with intermittent claudication [46]. Humphreys et al. showed a correlation between

elevated yield stress and risk of deep vein thrombosis in postoperative patients [87]. Radtke

et al. has developed a branched tube flow method of measuring yield stress that showed

elevation in patients with diabetes mellitus [151].

It is therefore of significant clinical relevance to understand the effect of RBC aggregation
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on the rheological behavior of blood, and establish a direct link between RBC aggregation

and the rheological properties of blood as well as the existence of yield stress. The rheology

of blood has been under investigation in experiments for many years. Many studies were

conducted with capillary viscometers, which yield different viscosities in capillaries of dif-

ferent diameters due to the Fahraeus effect and the Fahraeus-Lindqvist effect. Therefore,

the Couette-type viscometer was used in order to examine the bulk rheological properties

of blood [122, 123, 38, 34, 142].

There have been some computational studies on the rheological properties of blood [48,

64]. However, the presence of rouleaux, which has been demonstrated experimentally as

an important factor in determining hemodynamic and hemorheological behaviors in mi-

crocirculation was not considered in those studies. Recently, a series of numerical studies

were carried out on the rouleau of two cells [9, 187] and multiple cells [109, 108, 195], and

their dynamic motion in a flow. For example, Zhang et al. [195] used the lattice Boltzmann

method to simulate the behaviors of a two-dimensional four-cell rouleau in shear flows. They

showed that the behavior of the rouleau in shear flows depended strongly on the strength

of the intercellular interaction and shear rate applied, but the viscosity of blood with the

presence of rouleaux was not investigated. To our knowledge, only Liu et al [108] linked the

presence of rouleaux to the blood viscosity, in which they developed a three-dimensional

continuum model to couple Navier-Stokes equations with cell interactions. However, the

simulation was limited to only ten cells, and since no comparison was made for RBC sus-

pensions in the presence/absence of rouleaux, the net effect of rouleaux on blood viscosity

and the existence of yield stress remained unclear.

In this work, we use the low-dimensional RBC (LD-RBC) model, which has been in-

troduced in the previous chapter, to examine the effect of RBC aggregation on the bulk

rheological properties of blood. In the previous chapter, we have shown that this model is

able to capture the essential RBC mechanics and properties of RBC suspensions without

aggregation. In this chapter, we incorporate the LD-RBC model an aggregation algorithm

and examine the bulk viscosity of RBC suspensions in the presence of rouleaux. The pro-

posed aggregation model allows for a reversible rouleau formation in the suspension. The

bulk viscosity of RBC suspensions at different shear rates is examined in Couette flow.

As mentioned above, usually in experiments the sedimentation of the dispersed phase and

wall-induced plasma skimming exercised their effects in different manners, which gave rise
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to the divergence of experimental data. In our simulations, the Lees-Edwards periodic

boundary condition is adopted to avoid the wall-induced plasma skimming effects, and the

sedimentation does not exist. The number of cells ranges from 80 to 180. The dependence

on shear rates and hematocrits of blood viscosity is investigated. Comparison is made for

RBC suspensions in the presence/absence of RBC aggregation so as to elucidate the net

effect of rouleaux on the blood viscosity. The existence of yield stress is also examined.

This chapter is organized as follows. In section 7.2 we describe the aggregation model in

detail. Section 7.3 contains results on the reversible rouleau formation 7.3.1, the shear-rate

dependent viscosity 7.3.2, the hematocrit-dependent viscosity 7.3.3, the yield stress 7.3.4.

We conclude in section 7.4 with a brief discussion.

7.2 Aggregation model

The process of spontaneous formation of rouleaux, as the basis for RBC aggregation, has

been the focus of theoretical studies. There are two theoretical models to explain the

aggregation mechanism: the bridging model [123, 30, 19] and the depletion model [71, 12,

49, 146]. The first one assumes that macromolecules, such as fibrinogen, can adhere on

adjacent RBC surfaces and bridge neighboring RBCs together. The second model proposes

that a polymer depletion layer between RBC surfaces exists and it results in a reduction

of osmotic pressure in the gap between neighboring RBCs, which consequently produces

an attractive force and causes RBCs’ aggregation. In this work, we focus on studying

the influence of aggregation on the rheological properties of blood, rather than identifying

the mechanism of RBC aggregation. Therefore, we simply modeled the total intercellular

attractive interaction energy as a Morse-type potential, as suggested by Liu et al [109, 108]

and Zhang et al [195, 196].

The Morse potential and force are defined as

φ(r) = De[e2β(r0−r) − 2eβ(r0−r)], (7.1)

f(r) = −∂φ(r)
∂r

= 2Deβ[e2β(r0−r) − eβ(r0−r)]. (7.2)

Here, r is the cell-cell surface distance, r0 is the zero force distance between two cells’

surface, De is the well depth of the potential, and β characterizes the interaction range.
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The interaction between RBCs derived from the Morse potential includes two parts: a strong

short-ranged repulsive force and a weak long-ranged attractive force, as plotted in Figure 7.1.

The repulsive force is in effect when r = 0 (cells’s surface contact) until their surface is

separated by a distance of r0 (r = r0); usually r0 is in nanometer scale [30, 128, 108]. In

our simulations, r0 is chosen as 200nm.
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Figure 7.1: The Morse interaction derived from the Morse potential. Here, De = 170µJ/m2,
β = 1.5µ−1 and r0 = 200nm.

Here, r is calculated based on the center of mass of RBCs, i.e., r is equal to the distance

between the center of mass of two RBCs minus the thickness of RBC. We also calculate

the normal vector of each RBC (~nc), which is used to determine if the aggregation occurs

between two RBCs according to the angles formed by the normal vectors of two RBCs with

their center line. The RBC normal vector is defined as

~nc =
∑

~vk × ~vk+1

Nc
, ~vk = xk − xc. (7.3)

Here, xk is the position of the kth particle in each RBC, xc is the position of the center

of mass, and Nc is the number of particles in each RBC. The center line ~vcij of two RBCs

(cell i and cell j) is defined as xci − xcj . The angle formed by the normal vector of one cell

with the center line is determined by their dot product

di =
~nci

‖~nci‖ ·
~vcij

‖~vcij‖ . (7.4)
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The Morse interaction is turned on if di > dc and dj > dc, otherwise, it is kept off. The

critical value, dc, is chosen to be equal to cos(π/4), i.e., the critical angle (θc) to turn on/off

the aggregation interaction is π/4. This value is found to be suitable to induce rouleau

formation, but exclude the disordered aggregation. The proposed aggregation algorithm

can be further illustrated by a sketch in Figure 7.2, where the aggregation between two

neighbor RBCs is decided to be on/off according to their relative orientation.

Figure 7.2: Schematic of the aggregation algorithm. Here, the two neighbor RBCs (1 and
2) are decided to aggregate or not according to that the angles, θ1 and θ2, are smaller or
greater than π/4.

7.3 Results

7.3.1 Reversible rouleau formation

Shear plays a dual role in the rouleau formation. At high shear rates, a rouleau is rapidly

broken up, and finally RBCs are monodispersed [197]. In the absence of shear, RBCs

collide only rarely, so aggregation proceeds very slowly [197]. Low shear rates induce RBC

aggregation, presumably by increasing the collision frequency without inducing sufficient
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mechanical forces to disaggregate the cells. Previous studies [71, 122, 180, 155] of RBC

aggregation have suggested that the aggregation process involves two steps: the formation

of short linear rouleaux (composed of several RBCs) and formation of long linear rouleaux

with branches.

In our simulations, we attempt to reproduce this phenomenon. Figure 7.3 shows a typical

rouleau formation process observed in the simulation. Here, the shear rate γ̇ = 0.1s−1.

Initially, individual RBCs are dispersed uniformly in the suspension. When the suspension

is subjected to flow, as depicted in Figure 7.3, local shorter rouleaux or aggregates are

formed first (b), followed by progressively longer aggregates (c-e). Finally, a long rouleau

with branches (f) is formed.

Figure 7.3: Rouleau formation in the low shear-rate (γ̇ = 0.1s−1) flow.

With the formed rouleau (Figure 7.3 b) as the initial condition, the suspension is sub-

jected to shear flow with moderate (γ̇ = 0.5s−1) and high shear rates (γ̇ = 5.0s−1), re-

spectively. As illustrated in Figure 7.4, at moderate shear rate, the rouleau is broken into

smaller aggregates (b); at high shear rate, it is dispersed as individual RBCs (c). This is

consistent with experimental observations. If the shear rate is reduced, the broken rouleau,

as smaller aggregates or individual RBCs (Figure 7.4 (c), will tend to aggregate again and

form progressively longer rouleau in the suspension. Figure 7.5 shows this process.
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Figure 7.4: Disaggregation of rouleau in moderate (γ̇ = 0.5s−1) and high shear rate (γ̇ =
5.0s−1) flow.

Figure 7.5: Rouleau formed again after peeling, when the flow is slow down to the low
shear-rate (γ̇ = 0.1s−1).

7.3.2 Shear-rate dependent viscosity

We calculate the viscosities of RBC suspensions with rouleaux in homogeneous shear flow

at different shear rates. The shear rate varies from 0.01s−1 to 100.0s−1. The range of

shear rates we can reach is limited by the dominance of statistical error at low shear rates

(< 0.01s−1) and the unstable temperature at high shear rates (> 100.0s−1). To elucidate

the effect of aggregation on blood viscosity, we compare them with the viscosities of RBC

suspensions without aggregation. Both groups of data are plotted in Figure 7.6.

In the absence of any aggregation, normal RBCs are only slightly deformed when the

shear stress is small and not sufficient to deform them very much. In such a situation, they

tend to produce a higher apparent viscosity. At high shear rates, the stresses are sufficient

to deform the cells extensively, such that they contribute a smaller proportion of the total

energy dissipation, and hence the viscosity is lower. The viscosity of the hardened RBC

suspension is higher than that of the suspension of normal RBCs. An increase in shear stress

deforms the normal RBCs gradually and thus lowers the suspension viscosity progressively,
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e
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Figure 7.6: Shear dependent viscosity at H = 45% for suspensions of normal RBCs and
hardened RBCs without aggregation, and normal RBCs with aggregation. Here, Y is the
Young’s modulus of RBCs.

but has less influence on the viscosity of the hardened RBC suspension. This observation

shows that the deformability of normal RBCs plays an important role in reducing viscosity

and facilitating blood flow, especially at high shear stresses. The findings are consistent

with experimental observations [31, 20, 160]. Here two kinds of hardened RBCs are tested,

and their Young’s modulus are 199.5 and 1900.0 µN/m, respectively, while the Young’s

modulus of normal RBCs is 20.0 µN/m. The first kind of hardened RBC corresponds to

the schizont parasite stage of malaria cell.

In the presence of aggregation, the viscosity of normal RBC suspension is increased

greatly, by one order in magnitude due to the stiffness and interaction of the rouleaux. At

high shear rates, the shear stresses are sufficient to break up the rouleaux. Therefore, the

viscosity falls with increasing shear rates and joins the curve of normal RBC suspensions

without aggregation, as shown in Figure 7.6.

The differences in their non-newtonian behavior of different RBC suspensions can be

further illustrated by the degree of shear dependence, which can be quantified by

D =
ηL − ηH

ηH
, (7.5)
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RBC suspensions D

Normal RBC (with aggregation) 14.308

Normal RBC (without aggregation) 1.4033

Hardened RBC I 0.74482

Hardened RBC II 0.47037

Table 7.1: The degree of shear dependence (D) for different RBC suspensions (refer to
Figure 7.6).

where ηL and ηH represent the viscosity at low shear rate and high shear rate, respectively.

Here, the low shear rate is taken as γ̇ = 0.052s−1 and high shear rate is taken as γ̇ = 52.0s−1.

We compare the values of D for the four kinds of RBC suspensions mentioned above (see

Figure 7.6) in Table 7.1. It shows that the normal RBC suspension with aggregation has the

maximum value of D, displaying the maximum shear dependence; in suspensions without

aggregation, with increasing rigidity of RBCs, less shear dependence is detected, illustrated

by the smaller value of D.
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Figure 7.7: Shear dependent viscosity at H = 45%.

In Figure 7.7, we compare our results of normal RBCs with experimental results [122,

34, 164]. Temperature affects the viscosity of blood [122], and therefore here we compare
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with the experimental data measured at 37oC. In those experiments, the RBCs were sus-

pended in isotonic saline containing 3.5% human albumin to prevent cell aggregation. This

medium is called Ringer solution, and hence the corresponding RBC suspension is called

Ringer suspension, differentiated with the whole blood (RBCs suspended in plasma). To

make a direct comparison among the suspensions in different media and different blood

samples, we compare the relative viscosity defined as the suspension viscosity divided by

the medium viscosity. We find that the calculated viscosities of a RBC suspension without

aggregation from our simulations match very well the viscosities of Ringer suspension mea-

sured in experiments [122, 34, 164]. Also, the agreement is satisfactory when we compare

the viscosities of a RBC suspension with aggregation from our simulations with those of

the whole blood measured in experiments [122, 34, 164], although some discrepancy exists

at moderate shear rates (0.2 − 2.0s−1). This discrepancy may be due to the fact that the

aggregation involves complex biochemical factors in real blood, which are not represented

completely by the intercellular interaction derived from the Morse potential. This limita-

tion affects the properties of model suspensions more significantly at moderate shear rates.

The simulation results of Liu et al [108] are also compared, which are the only other avail-

able data from numerical simulations. But unfortunately, their values are far below other

data at low and moderate shear rates and fall within the no-aggregation curve although the

aggregation was modeled explicitly in their simulations.

The parameters of the Morse potential are chosen as: De = 170µJ/m2 and β = 1.5µm−1.

The sensitivity of parameter values is also examined and the calculated viscosities with

different parameter values are compared and plotted in Figure 7.8. Since the parameter

De stands for the magnitude of interaction, decreasing its value means a weaker attractive

interaction between RBCs. This will decrease the stiffness of the formed rouleaux, and

thereby decrease the viscosities at low shear rates. Also, with weaker attractive interaction,

the rouleaux are easier to be broken, and hence the viscosity falls earlier in terms of shear

rates. The parameter β characterizes the range of the attractive interaction, increasing

its value means a shorter-ranged attraction between RBCs. This will cause the RBCs

to interact with less neighbors, which also decreases the stiffness of the formed rouleaux.

Therefore, similarly to decreasing the value of De, increase of β results in smaller viscosity

at low shear rates and the viscosity falls earlier in terms of shear rates.
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Figure 7.8: Viscosities calculated with different parameters of the Morse interaction (eq. 7.2)
for H = 45%.

7.3.3 Hematocrit dependent viscosity

At each shear rate, the viscosity increases with rising hematocrit (H). Chien et al [34]

measured the viscosity of whole blood and the Ringer suspension at different hematocrits,

and suggested a fifth order polynomial to represent the relations between the logarithm of

viscosity and hematocrit (H), which is defined as

lnη = a0 + a1H + a2H
2 + a3H

3 + a4H
4 + a5H

5. (7.6)

The values of parameter ai are provided in their work [34] at four different shear rates, i.e.,

γ̇ = 0.052, 0.52, 5.2, 52.0s−1.

We compare our results against the above empirical correlations at low (γ̇ = 0.052s−1)

and high (γ̇ = 52.0s−1) shear rates, as plotted in Figure 7.9. To exclude the effect of

suspending medium, we calculate the relative viscosity as the viscosity of the suspension

divided by the viscosity of the suspending medium. The empirical correlations by Chien et

al [34] are adjusted to relative values by the viscosities of the two suspending media (plasma

= 1.14cp; saline-albumin = 0.66cp). In Figure 7.9, we note the significant difference in
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viscosities between whole blood and Ringer suspensions of RBCs, caused by the aggregation

of RBCs. Our results agree well with the empirical correlations [34].

0 10 20 30 40 50 60

10
0

10
1

10
2

10
3

Hematocrit (%)

R
el

at
iv

e 
vi

sc
os

ity

 

 

Chien (Whole blood)
Chien (Ringer suspension)
Simulation (With aggregation)
Simulation (Without aggregation)

γ = 0.052 s−1.
γ = 52.0 s−1.

Figure 7.9: Viscosity versus hematocrit.

By comparing the degree of shear dependence (D) for suspensions with or without

aggregation, the influence of aggregation on shear dependence can be illustrated. Thus:

∆D = Da −Dn, (7.7)

where Da and Dn represent the degree of shear dependence for RBC suspension with ag-

gregation and without aggregation, respectively. Figure 7.10 indicates that the influence of

aggregation on shear dependence increases with rising hematocrit.

7.3.4 Yield stress

It was reported in experiments [122, 120, 119, 38, 39, 86, 142, 198, 25, 13, 125] that the

static normal human blood possesses a distinctive yield stress. The yield stress, denoted as

τy, is the value of shear stress that corresponds to the transition from elastic deformation

to viscous flow. When the applied shear stress is smaller than τy, only elastic strain exists

in the material, whereas when the stress exceeds τy, continuous viscous flow occurs.

We examine the shear stress as a function of shear rate, with particular attention to shear
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Figure 7.10: Degree of shear-rate dependence versus hematocrit for suspensions with and
without aggregation, respectively.

rates below 1.0s−1. As suggested by Merrill et al [122], a more straightforward treatment

of the data can be illustrated in the Casson plot. Casson denoted his equation as

τ1/2 = τ1/2
y + b1/2γ̇1/2. (7.8)

Here, b is a constant dependent on particle type and viscosity of medium.

Figure 7.11 presents the Casson plot of shear stress versus shear rate, made up in different

hematocrit levels covering a clinically important range. It is evident from Figure 7.11 that

the Casson equation perfectly fits the data on blood at hematocrit levels of 20%. At and

above a hematocrit level of 30, some curvature is found and the curves bend downward,

becoming greater the higher the hematocrit level, but extrapolation of the curves to zero

shear rate gives an intercept on the τ1/2 axis.

In Figure 7.12 we compare the RBC suspensions with and without aggregation at

H = 45%, which corresponds to the whole blood and Ringer suspension of RBCs in

experiments. Note that the curve of the suspension without aggregation passes through

the origin, indicating zero yield stress, which is consistent with the experimental observa-

tion [122, 120, 119, 38, 13] that a Ringer suspension of RBCs has no yield stress. If different
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Figure 7.11: Casson plot for suspensions with aggregation at different hematocrits.

values are chosen for parameters, De and β, in the Morse potential, different rheological

behaviors of suspensions are predicted, producing different yield stresses in the Casson plot

(see Figure 7.13). As mentioned above, reducing the value of De or enhancing the value of

β decreases the stiffness of the formed rouleaux, and the formed rouleaux are more easily

broken up. Therefore, decreased values of the yield stresses are observed.

We compare the obtained yield stress with experimental results [122, 34, 142, 25, 13, 125]

at different hematocrits in Figure 7.14. Previous work with both blood and other suspen-

sions [122, 15] has indicated that the yield stress is basically independent of temperature.

Therefore, we put all the experimental data obtained at different temperatures together

for comparison. The exprimental studies published so far reveal some scatter, which can

be understood from the different methods used for measuring the yield stress. The yield

stress is ideally a rheological property of the fluid and is not dependent on the method of

measurement. However, for a suspension such as blood the yield stress is the result of the

formation of a complex three-dimensional network of red cell aggregates and may depend

on the hydrodynamic conditions leading to the formation of the network. In different in-

struments these conditions may not be the same, and the geometrical form and strength

of the network may be significantly different. In fact, Boardman and Whitmore [15] in
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Figure 7.12: Casson plot for suspensions with and without aggregation, respectively, at
H = 45%. The yield stress for the suspension with aggregation, τy, is indicated in the plot
by extrapolation.

their experiments with clay suspensions found that the yield stress depended on the shear

pattern in the fluid. From this point of view, different methods used involve some basic

differences. To the above factors may be added the possibility that sedimentation of RBCs

and plasma skimming near the wall exercise their effects in different manners in those meth-

ods. Wayland [189] has pointed out that since sedimentation can alter the structuring of

groups of erythrocytes, there should be a time-dependent hysteresis effect associated with

the yield stress on stopping and starting shear. With regard to the wall effects, Merrill et

al. [122] and Picart et al. [142] found it necessary to use rough surfaces to reduce effects of

the plasma layer near the rheometer walls.

The results presented here are in basic agreement with those of Merrill et al. [122] and

Picart et al. [142], who reported that blood exhibited a yield shear stress in homogeneous

shear flow. Also, their finding [122] that suspensions in saline solutions lacking fibrinogen

at normal hematocrits exhibit zero yield stresses is also reproduced by this study. Merrill et

al [122] measured the shear stress at different shear rates and obtained their yield stress by

extropolating the Casson plot to zero shear rate. Picart et al. used the same Couette-type
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Figure 7.13: Casson plot for suspensions with different values of aggregation interaction
parameters (De and β), at H = 45%.

rheometer to measure the shear stress at different shear rates and the value of the shear

stress at the shear rate of 10−3s−1 was taken as the approximation of the yield stress of

blood [142]. Measurements made without taking into account the wall slip effect by Chien

et al. [34] led to the false conclusion that blood behaves as a Newtonian fluid at very low

shear rates and exhibits a zero yield stress. To obtain the yield stress, the τ1/2 and γ̇1/2

data at two shear rates (0.52 and 0.052 s−1) was fitted to the Casson equation (eq. (7.8)).

The produced yield stresses by extrapolation of a straight line connecting these two points

to zero shear rate have a good agreement with those of Merrill et al. [122] and Picart et

al. [142], as seen in Figure 7.14.

Charm and Kurland [25] proposed a sedimentation technique, which gave higher values

of yield stress. Benis and Lacoste [13] used a balance method to investigate viscometric

behavior at low shear rates and obtained the yield stress by directly recording stress relax-

ation curves, which gave lower values. Morris [125] measured the yield stress in thin layers

of sedimenting blood at high concentrations (> 45%), which yield even lower values.

The correlation of yield stress and hematocrit can be established according to the relation

τ1/3
y = A(H −Hc), (7.9)
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Figure 7.14: Cube root of yield stress at different hematocrits, compared with available
experimental data [122, 34, 142, 25, 13, 125].

which was proposed by Merrill et al [122]. Here, A is found to be 0.0077, and Hc, the critical

hematocrit for nonzero yield stress, is 1.5% (see Figure 7.15). In the experiment [122], A

was found to be around 0.008 and Hc varied from 0.86 − 6.2% for all the blood samples

tested. We find a good agreement.

7.4 Summary

We examined the effect of RBC aggregation on the bulk rheological properties of blood by

the low-dimensional RBC (LD-RBC) model. In the previous chapter, we have shown that

the LD-RBC model is able to capture the essential RBC mechanics and hydrodynamics of

blood flow in vessels. In this chapter, we incorporated an aggregation algorithm in the LD-

RBC model and examined the bulk viscosity of RBC suspensions in the presence of rouleaux.

An anisotropic intercellular interaction derived from the Morse potential is adopted. The

proposed aggregation model allows a reversible rouleau formation in the suspension. In

low-shear flow, a long linear rouleau with branches is formed; with the shear rates rising,

the rouleau is disrupted into smaller aggregates and finally dispersed as individual RBCs;

the dispersed RBCs start to aggregate and form progressively longer rouleau again if the
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Figure 7.15: Correlation of the yield stress with hematocrit examined by the cube root of
yield stress versus hematocrit. Yield stress → 0 when H → Hc.

shear rate is reduced. As far as we know, this is the first time in numerical simulations, the

reversible rouleau formation is reproduced.

In the presence of formed rouleaux, we investigated the bulk viscosity of RBC suspen-

sions in homogeneous shear flow at different shear rates and hematocrits. Specifically, we

find that the viscosity of RBC suspensions with rouleaux increases significantly at low shear

rates. With the shear rates rising, the viscosity decreases and approaches the viscosity of

RBC suspensions without aggregation. Therefore, the shear-rate dependence of viscosity

is enhanced by the presence of rouleaux, which becomes more significant at higher hema-

tocrits. Compared with experimental results of whole blood viscosity [122, 34, 164], the

calculated viscosities of RBC suspensions with aggregation have a good agreement at both

low and high shear rates, but some discrepancy exists at moderate shear rates. The discrep-

ancy can be due to the insufficiency of the aggregation model in representing the complex

biochemical mechanism involved in the RBC aggregation. In experiments [122, 34, 164], the

RBCs were suspended in Ringer solution to prevent aggregation. Our results for RBC sus-

pensions without aggregation agree very well with the viscosities of Ringer RBC suspensions

measured experimentally [122, 34, 164].

In the Casson plot of shear stress versus shear rate, when the curve is extrapolated
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to zero shear rate, a non-zero yield stress is found for RBC suspensions with rouleaux.

The yield stress is found to be proportional to the cube of hematocrit minus a critical

hematocrit. At the critical hematocrit, the yield stress equals to zero. Choosing different

values of parameter De and β in the Morse potential, different rheological properties of

suspensions are predicted and thus different yield stresses are produced. This provides a

novel way to model the RBC suspensions with different fibrinogen concentrations.



Chapter 8

Summary and future work

The work presented in this thesis introduces a single particle DPD model, which leads to

correct hydrodynamics in flows around bluff bodies represented by a single DPD particle.

The proposed algorithm allows for economical exploration of the hydrodynamics and rhe-

ology of complex fluids, such as colloidal suspensions and red blood cell suspensions. The

main results of this work are as follows

• We have verified that DPD particles immersed in a sea of DPD particles behave like

Langevin particles suspended in a continuous Newtonian fluid solvent, by studying

low Reynolds number flow past single DPD particles and their clusters, using DPD

simulations. Two effective DPD radii are calculated by independent means. From

the calculated coefficients of self-diffusion and viscosity, the Stokes-Einstein equation

yields an intrinsic radius; from simulations of flow past a single fixed DPD particle,

the second radius is calculated from Stokes law. In the limit of small Reynolds number

the two radii were found to approach each other. Hydrodynamic interactions were

studied with Stokes flow past two DPD particles, and single DPD particles in bounded

uniform flow and in-plane Poiseuille flow. Additional simulations examined closely

spaced multiparticle clusters (straight-chains and hexagonal-packed aggregates). For

all cases of rigid bodies the simulation results are in good agreement with predictions

derived analytically from the continuum Stokes system.

• We have developed a simple and efficient formulation of DPD that allows simulation of

polymeric and colloidal solutions as well as flows past bluff bodies by representing the

solid beads or particles by single dissipative particles. The new formulation augments
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the standard DPD with noncentral dissipative shear forces between particles while

preserving angular momentum. The proposed new formulation has the computational

and implementation simplicity of the standard DPD approach. In all cases tested, the

accuracy of the drag force and torque was good and comparable to the case where

hundreds of DPD particles are employed to represent a colloidal particle.

• It is supported, in terms of accuracy and efficiency, to use in large-scale simulations

of the new DPD formulation that represent a colloidal particle with a single DPD

particle with the new DPD formulation. The advantage of this approach is that

the essential physics of colloidal suspensions is captured correctly and economically.

Specifically, to achieve a well-dispersed suspension an exponential potential is cho-

sen for the colloid-colloid and colloid-solvent interactions, while keeping the standard

DPD linear force for the solvent-solvent interactions. Our simulations yield the relative

viscosity versus volume fraction predictions in good agreement with both experimen-

tal data and empirical correlations. The shear-dependent viscosity and the first and

second normal-stress differences and coefficients are also examined in both Couette

and Poiseuille flow. Simulations near the close packing volume-fraction (64%) at low

shear rates demonstrate a transition to flow-induced string-like structures of colloidal

particles along with a transition to a nonlinear Couette velocity profile, which is in

agreement with experimental observations. After a sufficient increase of the shear

rate the ordered structure melts into disorder with restoration of the linear velocity

profile. Migration effects simulated in Poiseuille flow compare well with experiments

and model predictions. Overall, the new method agrees very well with the Stoke-

sian Dynamics method but it seems to have lower computational complexity and is

applicable to general complex fluids systems.

• A new low-dimensional RBC (LD-RBC) model is developed. The model is constructed

as a closed-torus-like ring of 10 colloidal particles (DPD particles) connected by worm-

like chain springs combined with bending resistance. We have verified that the model

captures the essential mechanical properties of RBCs, and allows economical explo-

ration of the rheology of RBC suspensions. Specifically, we find that the linear and

non-linear elastic deformations of healthy and malaria-infected cells match those ob-

tained in optical-tweezers experiments, and the model reproduces the key features
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of blood flow in vessels, i.e., the cell-free layer (CFL), the Fahraeus effect and the

Fahraeus-Lindqvist effect, except for capillaries of sizes comparable to the cell diame-

ter. The model allows large simulations of blood flow in complex geometries, such as

the influence of a geometrical constriction in the flow on the enhancement of the down-

stream CFL. In comparison with the multiscale RBC (MS-RBC) model, the LD-RBC

model is much cheaper computationally, and the computational cost can be reduced

by about two orders of magnitude. The simulation results obtained from both models

are compared and found in a good agreement. However, since the LD-RBC model

is unable to capture the exact three-dimensional RBC structure, some discrepancies

appeared when the tube diameter becomes comparable with the RBC diameter .

• We have examined the effect of aggregation of RBC on the blood rheology using the

LD-RBC model. A weak anisotropic attractive interaction derived from the Morse

potential is adopted to incorporate the tendency of RBCs to form structures known

as “rouleaux”. The effect of the rouleaux is to greatly increase the zero-shear-rate

viscosity of the model suspensions and produce a nonzero yield stress.

• We have proposed a new simulation approach for modeling fluids with free surfaces

and in the meanwhile with liquid-solid interfaces. The correct equation of state of

liquid is produced by the many-body DPD (MDPD) scheme. An “anti-clustering”

SPH kernel was adopted to build the interaction between solid and liquid particles

with short-ranged repulsion and long-ranged attraction. This provides a flexible way

to model hydrophilic/hydrophobic liquid-solid interfaces. With the proposed model

we simulated the static wetting of fluid on the solid surface and determined its surface

tension according to the Young-Laplace equation. We also investigated the dynamic

wetting of fluid in a 2D rectangular channel and calculated the slip lengths of nonwet-

ting flows. Finally, the potential of the proposed method was explored in simulating

the dynamic wetting of fluid in complex microchannels or networks.

Finally, we suggest some future works following the work presented in this thesis. They

are

• A study of polymeric solutions with the new DPD formulation, where the individual

beads in a given chain are allowed to rotate unlike the simulations using the standard

DPD approach [172].
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• The hydrodynamics and rheology of the polydispersed colloidal suspensions and dis-

persions in viscoelastic media using the proposed single particle DPD model.

• A development of adhesion model based on the LD-RBC model to address the adhesion

interactions among Pf-parasitezed and healthy RBCs in malaria.

• Blood flow in complex geometries such as microfluidic devices and vessel bifurcations.

• Bulk rheological properties of blood in some diseases, e.g., malaria, sickle-cell. These

include shear-dependent viscosity, yield stress and normal-stress difference.

• A development of the single particle DPD model combined with the MDPD scheme.

It might provide a novel way to simulate complex fluids with suspended particles or

bluff bodies in capillary networks or porous media.



Appendix A

Manual for the developed code

The developed code is based on LAMMPS Molecular Dynamics Simulator distributed by

Sandia National Laboratories as an open source code under the terms of the GPL li-

cense. The DPD code was built up on top of LAMMPS. Therefore, this manual describes

only new implemented commands which are not included in the standard LAMMPS dis-

tribution. For the commands which are implemented in the standard LAMMPS distri-

bution we will refer the reader to the on-line LAMMPS manual which can be found at

“http://lammps.sandia.gov”.

An input file required for running LAMMPS is called in tube cells.box here; however,

any name can be chosen. A sample input file is given below

==================================================

1: dimension 3

2: units lj

3: boundary p f f

4: atom style atom/fpmangle 2

5: neighbor 0.3 bin

6: neigh modify every 10 check no exclude type 2 2

7: special bonds 1.0 1.0 1.0

8: lattice sc 1.0

9: read data data tube D20 L20 wall1dot5 144cells 45percent.box

10: group cell molecule > 0

11: group wall type 2
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12: group flow type 1

13: group blood subtract all wall

14: bond style wlc

15: bond coeff 1 0.1 1.3 0.0005

16: angle style cosine

17: angle coeff * 50.0

18: pair style dpd/fpm 1.5 7657268

19: pair coeff 1 1 2.5 4.5 4.5 4.5 0.94868 0.94868 0.94868 1.5 0.25 1 0.5 0 0.0

0.0 1.5

20: pair coeff 1 2 2.5 4.5 4.5 4.5 0.94868 0.94868 0.94868 1.5 0.25 1 0.5 0 0.0

0.0 1.5

21: pair coeff 2 2 2.5 4.5 4.5 4.5 0.94868 0.94868 0.94868 1.0 0.25 1 0.5 0 0.0

0.0 1.0

22: pair coeff 1 3 250.0 900.0 900.0 900.0 13.416 13.416 13.416 1.5 0.25 1

0.13685 3 10.0 -20.0 1.0

23: pair coeff 2 3 250.0 900.0 900.0 900.0 13.416 13.416 13.416 2.5 0.25 1

0.13685 3 2.0 -20.0 2.3

24: pair coeff 3 3 500.0 4.5 4.5 4.5 0.94868 0.94868 0.94868 2.0 0.25 1 0.5 7

5.0 -20.0 1.2

25: rot velocity blood create 0.1 78965467 loop all

26: velocity blood create 0.1 12345678 loop all

27: rot velocity wall set 0.0 0.0 0.0

28: velocity wall set 0.0 0.0 0.0

29: fix 1 blood dpd/verlet 0.5

30: fix 2 blood dpd/fpm 0.5

31: fix 3 blood addforce 15.0 0.0 0.0 1

32: fix 4 blood solid/bound plane cyl D20 L20.dat

33: timestep 0.00002

34: velocity cyl out blood 1 100 1 100000 1 100000 0.0 20.0 0.0 10.0 0.0 10.0 vel

35: density cyl out cell 1 100 1 100000 1 100000 0.0 20.0 0.0 10.0 0.0 10.0 dens cell

36: center mass cyl out cell 1 100 1 100000 1 100000 0.0 20.0 0.0 10.0 0.0 10.0 cm cell

37: temperature fl blood full
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38: thermo modify temp fl

39: thermo 10000

40: dump 1 all atom 100000 dump.box

41: run 10000000

42: write restart restart

==================================================

Note that the very left column denotes the line numbers of the file. The lines in bold

correspond to the newly implemented commands and will be explained below. The de-

scriptions for other commands can be found in the LAMMPS manual. This example

file allows a simulation run of blood flow in a tube channel with an appropriate input

file “data tube D20 L20 wall1dot5 144cells 45percent.box” (line 9) which has to be created

separately.

The first word in each line is a command name which is followed by several parameters

or options. Thus, each explanation describes a command first and after that identifies its

parameters.

Line 4: atom style atom/fpmangle 2 - the atom style used in simulations.

Syntax: atom style style index

The atom style command defines what style of atoms to use in the simulation, which is a

part of the original LAMMPS but was changed to encompass more attributes associated

with atoms. Here, “style”=atom/fpmangle, which includes all the new variables introduced

by the new formulation of DPD (refer to Section 3.2), e.g., the moment of inertia, angular

velocity as well as torque for each atom. This style also allows the bond and angular

terms to be used for the atoms. The chosen style determines what quantities are stored

by each atom, what quantities are communicated between processors, and what quantities

are listed in the data file read by the “read data” command. Here, “index”=2 indicates

that the code has to communicate the atoms’ angular velocities as well as linear velocities

among neighboring processors.

Line 18: pair style dpd/fpm 1.5 7657268 - the style of pair interactions used

in simulations.

Syntax: pair style dpd/fpm rc seed

The pair style command is a part of the original LAMMPS, but new additional pair styles

were implemented. “Style”=dpd/fpm corresponds to the new formulation of DPD forces
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defined in Section 3.2. rc is the DPD cutoff radius, and “seed” is used to set different seeds

for the random number generator on distinct processors.

Lines 19-24:

pair coeff 1 1 2.5 4.5 4.5 4.5 0.94868 0.94868 0.94868 1.5 0.25 1 0.5 0 0.0

0.0 1.5

pair coeff 3 3 500.0 4.5 4.5 4.5 0.94868 0.94868 0.94868 2.0 0.25 1 0.5 7 5.0

-20.0 1.2 - the pair interaction parameters for the previously defined pair style.

Syntax: pair coeff i j a γC γS γS σC σS σS rc1 k flag n λ conserv type conser para1

conser para2 rc2

Parameters for the new formulation of DPD pair interactions between particles of atom

type i and particles of atom type j. Other parameters define DPD forces, most of which are

described in Section 3.2. Here, we have to point out that the parameter “flag n” is set to

switch on/off the additional forces specified in the new formulation of DPD other than the

forces required in the standard DPD formulation. When “flag n” is nonzero, all the new

forces are exerted on the particles with parameters specified in this line, otherwise, they are

kept zero and the standard DPD formulation is restored. The parameter “conserv type”

determines the type of conservative interactions adopted between particles. Its default value

is “0”, corresponding to the linear conservative force (eq. 2.2). Other values correspond to

other types of conservative potential as listed below

“1”—–Lenond-Jones potential;

“3”—–Exponential potential defined in section 5.2 (eq. 5.5);

“7”—–Exponential potential and the standard DPD quadratic potential with different

cutoff radii, in which the exponential potential is exerted on cell particles of different RBCs,

while the standard DPD quadratic potential is exerted on cell particles belonging to the

same RBC.

“8”—–Morse potential which is used to derive the aggregation interactions between

RBCs, which will be described in detail later. (All the interactions of type “7” described

above are still kept in effect here.)

Lines 25: rot velocity blood create 0.1 78965467 loop all

Lines 27: rot velocity wall set 0.0 0.0 0.0

- setting the initial angular velocities for atoms belonging to the specified group.

Syntax: same as the “velocity” command (Lines 26, 28) (refer to the on-line LAMMPS
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manual for its syntax).

Lines 29-31: fix 1 blood dpd/verlet 0.5 - the fix command describes various

manipulations of the simulated system by a user.

Syntax: fix fixID group name parameters

“fixID” is the unique fix number, “group” is a group of particles to which this fix is applied,

“name” is the fix unique name, and “parameters” is a list of the fix parameters.

fix 1 blood dpd/verlet 0.5 - the modified linear velocity-Verlet algorithm with λ = 0.5.

fix 2 blood dpd/fpm 0.5 - the modified angular velocity-Verlet algorithm with λ = 0.5.

fix 4 blood addforce 0 1.5 0.0 0.0 - exerts force on each particle in the defined group.

Syntax: fixID group addforce fx fy fz stagger flag

If the “stagger flag” is nonzero, the forces specified here will not be added to particles in

full amount from the beginning. But instead, the specified forces are added to particles

with a increase of a certain fractional amount, e.g., 1/3, in every N timesteps. The value

of N is specified in the code.

Finally, we include several parameters that were implemented to simulate aggregation

of RBCs to form rouleaux.

Lines 24: pair coeff 3 3 500.0 4.5 4.5 4.5 0.94868 0.94868 0.94868 4.0 0.25 1 0.5 8 1.0

2.1 1.2 - the pair interaction parameters for the previously defined pair style. The choice

of parameters marked by bold font is as follows

i) “8” is the type number of interactions, and in the program this number is recognized as

the aggregation interaction is employed; ii) rc1 = 4.0, De = 1.0 ∗ 500.0 and r0 = 3.0 define

the Morse interactions given by the Morse force:

F (r) = 2Deβ [exp (2β(r0 − r))− exp (β(r0 − r))] , (A.1)

where rc1 defines the cutoff radius of the interaction, De is the well depth of the potential,

r0 is the equilibrium distance between two RBC surfaces, and β characterizes the range of

the interaction.
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