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Parity check matrix and the dual code

For an [n, k] code C over Fq and generator matrix G:

Fk
q −→ Fn

q

u → c = uG

A matrix H of size (n− k)×n which is a generator matrix for C⊥ is called
parity check matrix for C.

H ’checks’ whether a vector y ∈ Fn
q is a codeword or not:

y ∈ C ⇐⇒ yHT = 0 ⇐⇒ S(y) = 0

If y 6∈ C then y is corrected as y − e where S(y) = S(e).

To perform error correction we need a table with all the coset leaders and
their syndromes.
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Example

G =

 1 0 0 0 1 1
0 1 0 1 0 1
0 0 1 1 1 0

 H =

 0 1 1 1 0 0
1 0 1 0 1 0
1 1 0 0 0 1



C = {(000000), (100011), (010101), (001110),
(110110), (011011), (101101), (111000)}.



Example

C = {(000000), (100011), (010101), (001110),
(110110), (011011), (101101), (111000)}.

e0 = (000000)S(e0) = (000) e4 = (000100)S(e4) = (100)

e1 = (100000)S(e1) = (011) e5 = (000010)S(e5) = (010)

e2 = (010000)S(e2) = (101) e6 = (000001)S(e6) = (001)

e3 = (001000)S(e3) = (110) e7 = (100100)S(e7) = (111)

HT =


0 1 1
1 0 1
1 1 0
1 0 0
0 1 0
0 0 1


x = (010101)→ y = (010001)

x = (010101)→ y = (011101)

x = (011011)→ y = (011111)

x = (110110)→ y = (110010)

2 errors: x = (110110)→ y = (110101)



Hadamard Code

A Hadamard code is an [2r, r, 2r−1] linear code over a binary alphabet which
can correct many errors. The generator matrix G can be constructed in the
following way: the ith column of G is the binary representation of i for i =
0, . . . , 2r − 1.

23 = 1 · 24 + 0 · 23 + 1 · 22 + 1 · 21 + 1 · 20

Example: the [8, 3, 4] Hadamard code has generator matrix:

G =

 0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1


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Coordinate recovery
 0 0 0 0 1 1 1 1

0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1

 =

 ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑
g0 g1 g2 g3 g4 g5 g6 g7
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓


~x ~c = ~x ·G g7 = g1 + g6

000→ (00000000)
001→ (01010101)
010→ (00110011)
100→ (00001111)
101→ (01011010)
011→ (01100110)
110→ (00111100)
111→ (01101001)



Punctured Hadamard code

The punctured Hadamard code is a [2r−1, r, 2r−2] linear code over the binary
alphabet. The generator matrix for this code is obtained from the generator
matrix of a Hadamard code without the columns starting with 0.

Example: r = 3:

G[8,3,4] =

 0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1

 → G[4,3,2] =

 1 1 1 1
0 0 1 1
0 1 0 1



C = {(0000), (0101), (0011), (1111), (0110), (1010), (1100), (1001)}
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Código de de Reed-Muller de primer orden

Reed-Muller codes are among the oldest known codes (1954).

Definition (Recursiva)

The (first order) Reed-Muller codes R(1,m) are binary codes recursively de-
fined, for all m ≥ 1, by:

R(1, 1) = {00, 01, 10, 11} = Z2
2;

para m ≥ 1,

R(1,m) = {(u, u), (u, u+ 1) : u ∈ R(1,m− 1) and 1 = all 1 vector}



Proposition

For m ≥ 1 the Reed-Muller codeR(1,m) is an [2m,m+1, 2m−1] binary linear
code in which every codeword, except all 0 and all 1, has weight 2m−1.

We have that:

Since the minimum distance is d = 2m−1, the code can correct up to
2m−2 − 1 errors.

The all zero word and the all one word (of weight 2m) are in the code.

All other codewords have half of its coordinates 0 and half 1.



Error correction

Convert all the codewords (and the received vector) to ±1 vectors by
turning the 0’s into −1’s.

Take the dot product of the received vector with each of the codewords in
turn.

As soon as the result is 2m−1 + 2 or greater, decode as that codeword.



Error correction

R(1, 3) = {(00000000), (00001111), (01010101), (01011010),
(10101010), (10100101), (11111111), (11110000)

(00110011), (00111100), (01100110), (01101001)

(10011001), (10010110), (11001100), (11000011)}

d(ci, cj) = w(ci − cj) =


0 if i = j,
8 if all coordinates are different,
4 in other case.

ci · cj =


8 if i = j,
−8 f all coordinates are different,
0 in other case.

c → y = c+ e → y · ci =
{
≥ 6 if ci = c,
≤ 2 in other case.



Reed-Muller code

For 0 ≤ r ≤ m the Reed-Muller denoted by R(r,m) is an [n, k, d] binary
code with

n = 2m, k =

r∑
i=0

(
m

i

)
, d = 2m−r.

The generator matrix for R(r,m) is

Gr,m =

(
Gr,m−1 Gr,m−1

0 Gr−1,m−1

)
si 0 < r < m

G0,m = (1 1 · · · 1)︸ ︷︷ ︸
m+1

Gm,m =

(
Gm−1,m

0 · · · 0 1

)





Challenge

Write the generator matrix of the

[32, 6, 16]

code used by Mariner 9.





Questions?

Marı́a Chara
charamaria@gmail.com

Saraı́ Hernández-Torres
sarai.h@campus.technion.ac.il


