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SUMMARY

1. Full-scale simulations of the virtual physiological human (VPH) will require significant advances in modeling, multiscale mathematics, scientific computing and further advances in medical imaging. Here, we review some of the main issues that need to be resolved in order to make three-dimensional (3D) simulations of blood flow in the human arterial tree feasible in the near future.

2. A straight-forward approach is computationally prohibitive even on the emerging petaflop supercomputers so a three-level hierarchical approach based on the vessel size is required consisting of: a Macrovascular Network (MaN), a Meso-vascular Network (MeN), and a Microvascular Network (MiN). We present recent simulations of MaN obtained by solving the 3D Navier-Stokes equations on arterial networks with tens of arteries and bifurcations and accounting for the neglected dynamics through proper boundary conditions.

3. A multiscale simulation coupling MaN-MeN-MiN and running on hundreds of thousands of processors on petaflop computers will require no more than a few CPU hours per cardiac cycle within the next five years. Rapidly growing capacity of supercomputing centers opens up the possibility of simulation studies of cardiovascular diseases, drug delivery, perfusion in the brain, and other pathologies.
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INTRODUCTION

Computational Fluid Dynamics (CFD) enables accurate simulations of blood flow in arterial bifurcations, stented vessels, arteries with aneurysms or stenoses, among others. Results of these CFD simulations may help in understanding the biomechanics of such pathologies and accelerate their use in pre-surgical computer-assisted planning \(^1,2,3,4,5\). Similarly, CFD simulations of blood flow in entire vascular networks will lead to a better understanding of oxygen transport to the tissues and the brain, and in designing more effective procedures for drug delivery \(^6,7\). In recent years, numerous works have been devoted to CFD modeling of arterial flows \(^8,9,10,11,12,13,14\), but most of them are limited to one or two arteries only.

Interactions of blood flow in the human body occur between different scales, in which the large-scale flow features are being coupled to cellular and sub-cellular biology, or at similar scales in different regions of the vascular system \(^15,16,17,18,19\). At the largest scale, the human arterial system is coupled through the wave-like nature of the pulse information traveling from the heart into elastic arteries. Surgical interventions, such as bypass grafts, leading to a change in the arterial network alter the wave reflections, which, in turn, can modify the flow waveforms at seemingly remote locations. Subsequently, the modification of a local waveform can lead to the onset of undesirable wall stresses, which could start another pathological event. At the cellular scale, the blood cell that plays a central role in the blood clotting process is the platelet \(^20\). Blood vessels injured by smoking, cholesterol, or high blood pressure develop cholesterol-rich plagues that line the blood vessel wall; these plagues can rupture and cause the platelets to form a clot which leads to a blockage of blood flow. In arteries of the heart, the process leads to chest pain and heart attack; in arteries of the neck and brain, the process causes strokes. Simulations of this clotting process at the atomistic level have been recently presented in \(^21,22\).

Numerical simulations of such pathologies require multiscale modeling across many orders of magnitude of spatial and temporal scales. Indeed, there is the prospect of coupling multiscale representations of blood flow, ranging from a quasi 1D transient flow in compliant vessels at the largest scale, to unsteady 3D flows in curved and flexible vessels at the \(mm\) range, to multi micron-scale thrombus formation at a fissure in the lumen of such a vessel with an atherosclerotic plaque. The main challenge of simulating the blood flow interactions, from the scale of the entire human arterial tree down to the scale of platelet aggregation, lies in the high demand such a task places on supercomputing. High performance computing is essential to modeling the three-dimensional unsteady fluid mechanics within sites of interest such as arterial branches and the process of platelet aggregation and thrombosis with tens of millions of platelets.

A simple estimate of the enormous resolution required can be obtained as follows: assuming that we use a tetrahedral elements to discretize the typical blood volume for a human (5 liters), with a \(0.5mm\) edge for each tetrahedron (and corresponding volume of \(0.0147\ mm^3\)) we will require more than 339 million finite elements. For
high-order discretizations, such as spectral/hp elements, the number of required grid points is then $339M \times (p + 3)(p + 2)^2$, which for (polynomial order) $p = 4$ results in about 85.5 billions of grid points – an enormous number indeed! Since 20% of this blood is in the brain, a tessellation of the cerebrovasculature requires 67.8 million elements or 17.1 billions of grid points. This estimate is admittedly conservative as it is based on a uniform discretization of arteries, arterioles and capillaries. A further simplification can be made if we treat the venular system, containing about 75% of the blood, as a large reservoir. However, such estimate points to the fact that at the present time, even with petaflop computing resources (performing up to $10^{15}$ operations per second), the brute force approach of a full 3D simulation at all scales is not feasible, and hence a new hierarchical modeling approach for the human arterial tree is required; such modeling reduces the problem size and corresponding computational complexity, and can be characterized by three distinct spatial length scales:

1. The macrovascular network (MaN) consisting of large arteries, down to diameter of 0.5 mm, which are patient-specific and can be reconstructed from clinical imaging.

2. The mesovascular network (MeN) consisting of small arteries and arterioles,
from 500 $\mu$m down to 10 $\mu$m, which follow a tree-like structure governed by specific fractal laws \(^{23, 24}\). For example, the human brain contains about 10 million small arteries and arterioles (this number is computed based on Murray’s law \(^{25, 26}\) with a modified index ($q = 2.5$) and asymmetric structure).

3. The microvascular network (MiN) consisting of the capillary bed, which follows a net-like structure. Its topological statistics have recently been quantified for the human brain in \(^{23}\). The typical number of capillary segments in the brain is more than 1 billion.

In order to make progress in simulating the human arterial tree this hierarchical approach should involve simulations of two regimes: The first one includes all arteries that can be accurately imaged clinically at the present time (e.g., MaN), see figure 1. The second regime includes the “subpixel” dynamics (MeN and MiN as described by (2) and (3) above) acting as “closure” to the large scale arterial dynamics (MaN). Today accurate simulations of the entire MaN are possible on the emerging petaflop computers while significant simplifications are required for simulating MiN and MeN.

During the last two decades, most studies of bioflows consider a single bifurcation as a model geometry. Recently, the widely available parallel computers, mostly in the form of PC clusters, and their increasing use in biomechanics has led to simulations with multiple bifurcations \(^{27, 28, 29, 30}\) and even full-scale arterial trees on the super-cluster of distributed computers, such as the TeraGrid\(^{31}\), involving more than 20 bifurcations computed on thousands of processors \(^{32}\). Such geometrically complex arterial networks involve many inlets and outlets and unless the closure problem is solved by simulating both MeN and MiN - a rather formidable task at present - proper boundary conditions should be employed to account for the neglected dynamics downstream. Another important issue is the accuracy of geometric data acquisition, due to the geometric complexity of most arteries as well as the flexibility of the arterial walls.

In this paper we review recent progress on simulating arterial trees with emphasis on large-scale simulations of blood flow in arterial networks. The paper is organized as follows. In the section Medical Data Acquisition we discuss existing data acquisition techniques and methods for validation and for data assimilation, i.e., incorporating clinical data in CFD simulations. In the section Numerical Models we review existing numerical methods and present representative results. In the last section we conclude with a brief outlook on what may happen in the next decade or so in the field of large-scale simulation of arterial networks.

**MEDICAL DATA ACQUISITION**

In this section we briefly review existing techniques for collecting and processing medical data that is used in CFD simulations. These data typically include: (a)
geometry of the vascular network, (b) flow and pressure boundary conditions, and (c) material properties of the vessels and the blood. We will only discuss (a) and (b) here.

Reconstructing vascular networks from medical images

Several techniques for obtaining information of arterial geometries exist:

Computed tomography (CT): This method is based on the idea of the Italian radiologist Alessandro Vallebona who first suggested in the 1930s that it is possible to map a slice of a human body on a radiographic film. CT produces two-dimensional (2D) images (slices) of a human body, which, upon assembly in a 3D field, demonstrate various structures (organs) based on their ability to block the X-ray beam. CT angiography is an enhancement of the method, where a contrast material is injected into the blood to allow clear capturing of the blood volume and thus detection of the shape of the vessels’ internal wall.

Digital subtraction angiography CT, (DSA CT): This is a recent enhancement of the CT technique allowing a seamless 3D-based digital separation of vessels from the bones. This method is particularly valuable for visualization and reconstruction of the cranial arterial network.

Magnetic resonance angiography (MRA): MRA is based on magnetic resonance imaging and provides images with superior contrast resolution compared to CT. The drawback of the MRA method for arterial shape reconstruction is its inability to capture a volume where blood is stagnant, since the method is based on detecting a moving fluid.

The aforementioned methods provide a set of 2D images which upon integration into a 3D data set is processed using different numerical procedures. The reconstruction of arterial wall geometries is based on analysis of the data encoded in the images. Two common approaches for arterial wall identification are: (a) level set method - a numerical technique for identifying interfaces and shapes, and (b) detection of arterial wall with a threshold method. The decision on what technique to use is typically based on the quality of the medical data and availability of proper software, however, at the present time there is no preferred method. All methods have the same weakness in automatically distinguishing between vessel bifurcation and vessel fusion generated as an artifact in the image, as well as in the ability to separate between adjacent bones and vessels. Another weakness of current automated arterial network reconstruction is in removing some features, such as presence of small vessels that are not supposed to be included in the simulation or, otherwise, in dealing with incomplete data when a part of the vessel is not seen. To alleviate the aforementioned difficulties we developed a software package named gOREK with a user-friendly Graphic User Interface, which allows the researcher to interact with medical data and to choose an appropriate numerical routine for reconstruction. The software is written in MATLAB, and this provides additional flexibility to even inexperienced users in implementing new features. The results shown in figure
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Figure 2: Left: Common, External and Internal Carotid Arteries (CCA, ECA and ICA) reconstructed from MRA data. The arterial wall is represented by parametric surfaces. Right: Cranial arterial network: The geometrical model was reconstructed from MRA and DSA CT images. Smoothing of the surface boundary was done with a technique described in [39].

1 as well as all results presented in this paper were based on gOREK reconstruction. The end-product of gOREK is a data set which determines the vessel shape and it can be used by Gridgen (Pointwise) [41] – a commercial mesh generator for additional editing and construction of finite element meshes.

In figure 1(top right) we present an example of a cranial arterial model reconstructed from MRA and DSA CT images. The model has 65 arteries, 4 inlets and 31 outlets. Due to high complexity of the arterial network, which also includes vessels of different sizes, several numerical approaches to reconstruct the vessel wall geometries were integrated. The inner part of the arterial network (Circle of Willis, CoW) was reconstructed by extracting iso-surfaces from MRA data with predefined threshold. The left and right anterior cerebral arteries are located very close to each other and their iso-surfaces were merged, hence these arteries had to be digitally separated. The small vessels, such as posterior temporal, were reconstructed using another technique: initially, the arterial medial axis is computed and the vessel diameter along the medial axis is approximated. Then, ring-like contours are seeded along the medial axis to form a pipe-like structure. Once all parts of the arterial tree were extracted the data were uploaded into Gridgen, where additional editing was performed to integrate all parts into one smooth surface, eliminate remaining small features, and form the inlet and outlet regions of the arteries. As a final step, a finite element mesh was generated. In figure 2(left) we plot the surface of a carotid artery bifurcation, reconstructed from a set of MRA images. The arterial wall is represented by several patches of a parametric surface. The surfaces corresponding to the arterial branches were generated by gOREK while the smaller patches were created in Gridgen.

Arterial geometry in NEKTAR: Our group has developed and used the CFD
code NEKTAR, which implements the high-order spectral/hp element method for spatial discretization of the computational domain \(^{42}\); the method provides very high spatial resolution and is suitable for complex geometries. Spectral/hp element method provides a dual path to convergence (i.e. decay of numerical error): (a) \(h\)-convergence, with the accuracy of the solution depending on the size of elements; and (b) \(p\)-convergence with the accuracy depending on the order of polynomial approximation and on the smoothness of the approximated solution. In the case of a smooth solution, exponential rate of convergence is obtained. The unstructured surface mesh generated using any meshing technique is an ensemble of many flat triangular or quadrilateral elements. The sharp angles, created by the merging of the surface elements may affect adversely the smoothness of the approximated solution leading to poor \(p\)-convergence. To recover exponential convergence, the flat surfaces of boundary elements can be mapped on curved (smooth) arterial wall surfaces. This points to the importance of a consistent mesh generation procedure. The surface mesh must be generated on a smooth surface provided by a geometric database, extracted during image processing. Then, the same database must be used to map a flat elemental surfaces on a curved boundary \(^{43}, 44\). In the case of the carotid artery, illustrated in figure 2(left), the parametric surfaces were used for mesh generation and subsequently for projection of faces of the boundary elements on the smooth surface. However, it was observed that if the original geometric database suffers from some degree of roughness then it cannot be used for projection of flat surfaces. In such cases, alternative methods for surface smoothing are available \(^{39}\). In our numerical algorithms we use a combination of techniques. The plot in figure 2(right) demonstrates a part of the geometric model of the cranial arterial network. The spectral element mesh was created using the smoothing technique described in \(^{39}\).

**Boundary conditions**

Simulations of flow in domains with multiple inlets and outlets typically require two types of boundary conditions: (a) velocity boundary conditions at all inlets of the arterial network, and (b) velocity and pressure boundary conditions at all outlets. In patient-specific simulations the boundary conditions can be provided by measuring the velocity field at the inlets and outlets of the domain of interest. The pressure condition is inferred or assumptions are employed to extract it but it is preferable to have direct measurements of pressure if possible. The accuracy and completeness of imposed boundary conditions is crucial in CFD biomedical simulations and affects the results more significantly than numerical discretization errors do.

Typically, the Womersley velocity profile\(^{45}\) for pulsatile flows is used as inflow boundary condition but it is only an approximation. The Womersley velocity profile is an analytical solution for unsteady pipe flow driven by a periodically time-varying pressure gradient. This velocity profile can be reconstructed from a given (measured) flowrate. It is axisymmetric and uni-directional, unlike the realistic
velocity distributions in arteries which are non-axisymmetric and involve all three velocity components. The effects of asymmetry in the inlet boundary condition was investigated in 46, 47 and significant differences in the downstream velocity fields were obtained with different inlet profiles. The effect of inlet boundary condition for cerebral aneurysms – specifically the proximity of an inlet to the location of the aneurysm – was also investigated in 48; it was found that for the fusiform aneurysm there was a 100% wall shear stress (WSS) variation by changing the inflow profile, for fixed flowrate.

The importance of outflow boundary conditions has been long recognized by the community and the large literature reflects that 49, 50, 28, 51, 52. As an example, let us assume that we want to simulate flow in the common carotid artery, which bifurcates to the internal and external carotid arteries (ICA and ECA). We also assume that the geometry of the artery was accurately reconstructed from CT or MRA data, and a physiologically correct inlet velocity profile, based on clinical measurements, is also provided. In order to start the numerical simulation, information about the flow states at all the outlets is required, but this information is typically missing. The outflow boundary conditions will determine to a large extent what percentage of a flow will enter the internal or external carotid artery. It is possible to set-up outlet boundary conditions such that 50% of blood will flow in each branch, but it is also possible to set-up the outlet boundary condition such that one of the arteries will be totally blocked. In the absence of physiologically correct (or patient-specific) outflow boundary condition, the results of such numerical simulations may be unrealistic. Progress can be made, however, by inferring the missing data from 0D or 1D models as we explain later. However, these models also require some knowledge of the patient-specific arterial topology, e.g. the dimensions of several generations of vessels starting from ICA and ECA. Here we have considered an example of a flow in rather simple arterial network - one inlet and two outlets. It is clear that in a case of more a complex network, such as the one presented in figure 1, the problem of the boundary conditions is much more complicated.

One of the most common outflow boundary conditions corresponds to fixing the pressure and assuming zero flux conditions for the velocity; such conditions are correct in the case of fully-developed laminar flow. In particular, the four main approaches for specifying the pressure at arterial outlets are:

- **Constant pressure boundary condition:** This type of boundary condition is reasonable for simulations of steady flows in a domain with a single outlet and also for steady flow simulations in domains with multiple outlets, provided that the pressure at each outlet is known from measurements.

- **Resistance boundary condition:** The Resistance boundary condition (R-BC) is based on the assumption of linear dependence between the pressure and flowrate at each outlet. R-BC has been applied by many researchers for flow simulation in 1D domains with multiple outlets, see 28, 50, 51.

- **Windkessel model boundary conditions:** There are several variations of the
Windkessel model for boundary conditions. The most common is the three element Windkessel model, which is often denoted as $RCR$ model\textsuperscript{51, 53, 54}. There are also variations of the Windkessel model where the inductance $L$ is integrated in addition to resistance and capacitance\textsuperscript{55}.

- **Impedance boundary conditions:** This type of boundary condition was investigated in\textsuperscript{49, 56}, and it involves an analytical approach for modeling the outflow boundary conditions. More recently, new results with the impedance boundary condition were presented in\textsuperscript{28, 52}.

The Resistance, Windkessel and the Impedance boundary conditions are simply models developed to approximate the peripheral arterial network, hence avoiding the expensive simulations of the MeN/MiN systems. Implementation of these models usually requires iterative tuning of many parameters, which makes the CFD simulations computationally expensive.

To this end, next we present a new scalable and efficient type of pressure boundary condition applicable to vascular flow simulations in domains with multiple outlets\textsuperscript{57}. Our method is not a new model that attempts to mimic the peripheral resistance but rather a numerical procedure that allows us to impose accurately and in a straight-forward manner measured in-vivo flowrates at terminal outlets. Measuring the flowrate, unlike measuring pressure, is a simple and harmless procedure that can be performed (for most of the arteries) within minutes using non-invasive techniques. Here we review two such techniques:

**Transcranial Doppler (TCD) Ultrasound** is the most commonly used method for assessing intracranial blood flow. The method was introduced by Aaslid \textit{et al.}\textsuperscript{58, 59} in the late 1980s. TCD is a non-invasive and harmless procedure, generally used to evaluate intracranial stenosis, cerebral arteriovenous malformations, cerebral vasospasm and cerebral hemodynamics\textsuperscript{60}. In order to impose inflow/outflow boundary conditions in simulations of flow in an arterial network with multiple branches, the data collected with TCD at different arterial segments must be synchronized. Such synchronization can be performed by recording simultaneously Electrocardiogram (ECG) signal. A complete synchrony between signals of TCD data collected from multiple vessels is achieved by aligning the velocity peaks with the peaks in the corresponding ECG signals. The main drawback of ultrasonographic devices is their inability to penetrate bones. Hence, ultrasonography of the adult brain is very limited to areas which are not obscured by thick bone structures. Moreover, ultrasound only picks up the velocity component perpendicular to the ultrasound probe head, and the flow cannot be monitored in all directions simultaneously.

**Phase-contrast (PC) MRI** is a technique which overcomes the difficulties posed by TCD ultrasound\textsuperscript{61}. PC MRI can be utilized for blood flow measurements in vessels which are inaccessible by TCD ultrasound, e.g., anterior and posterior cerebral and basilar arteries, superior sagittal sinus, etc. Moreover, the high-resolution PC MRI technique allows one to acquire \textit{all three principal components} of blood flow.
at multiple instances over the cardiac cycle. An example of PC MRI image of a coronal section at mid C2 level obtained from a healthy volunteer is shown in figure 3, along with the corresponding velocity field reconstruction. The reconstruction of the velocity fields from color-Doppler ultrasound (CDUS) or PC MRI is described in \cite{38}. Volumetric flowrates are obtained by integration of the velocities throughout a lumen cross-sectional area defined by its boundary. The derived waveforms can be readily utilized in CFD simulations as inflow/outflow boundary conditions.

![PC MRI image of blood flow at mid C2 level](image)

**Figure 3**: PC MRI-based velocity field reconstruction: Left: Phase-contrast MR image of blood flow at mid C2 level. Bright and dark circular spots enclosed into square section indicate the location of an artery and a vein. Right: map of the normal to the plane velocity component (in cm/s) in the artery (positive values) and in the vein (negative values).

In the following we describe briefly the numerical approach we developed to impose the pressure at the outlet boundaries. This approach is valid for steady and unsteady flow simulations and it is based on defining relative resistances at the domain outlets as functions of inverse ratio of their flowrates. For example, in a domain with two outlets the resistance values are computed from

\[ R_2(t) = R_1 \frac{Q_1(t)}{Q_2(t)}, \]

where \( Q_j \) are measured at outlets flowrates and \( R_1 > 0 \) is an arbitrary resistance at the first outlet. Then, the pressure at outlet \( j \) is computed from

\[ P_j(t) = -R_j(t)C_j \frac{dP_j}{dt} + R_j(t)Q_j(t), \]

where \( C_j \) is a capacitance added to enhance the stability of the method. In our simulations the capacitance value is \( C_j \approx 0.2/R_j \) and \( R_1 \approx 100 \). In general, the values of \( R \) and \( C \) represent the peripheral resistance and capacitance of the
arterial network. In our model the values are based on numerical considerations only: the resistance is computed from the measured $Q_i/Q_j$ ratio while the value of the capacitance enhances the numerical stability. In figure 4 we present results of numerical simulation of unsteady flow in a network consisting of 20 cranial arteries. The results show very good agreement between the numerically computed and the imposed flowrates. The imposed (reference) flowrates where generated in a separate simulation with the Impedance boundary condition.

![Diagram of the arterial network](image)

**Figure 4:** Unsteady flow simulation in a domain of 20 cranial arteries with time-dependent resistance boundary conditions. Left: computational domain; colors represent pressure distribution; red - high pressure, blue - low pressure. Right: flowrates at 10 outlets; solid line - reference flowrates, dot line - computed flowrates; $Q(t)$ - non-dimensional flowrates at outlets, $t$ - non-dimensional time.

**NUMERICAL MODELS**

The human arterial tree is composed of vessels with variable length and diameter. The largest artery in the human body is the aorta with a diameter of $3 \sim 5$cm while the diameter of the smallest vessels, the capillaries, is typically $3 \sim 6$µm. The wide range in the size of the vessels has led to different numerical models for blood flow simulations. In the past, the lack of sufficient computing power led to development of low-dimensional numerical models, e.g., lumped or 0D and 1D model. In the last two decades, CFD simulation of 2D and 3D arteries has been the more standard approach in analyzing blood flow. The multiscale nature of the arterial tree suggests coupling of low-dimensional models with more complex 3D simulations. In this section, we present such mixed numerical models for simulating the macro-vascular network (MaN) and a possible numerical extension that will make full 3D simulations of the arterial tree feasible in the near future.
0D, 1D and 3D modelling of a blood flow

The zero-dimensional (0D) model (also known as a lumped model) is based on the analogy between the current in an electric circuit (composed of a combination of resistors, capacitors and inductors) and the flowrate in blood vessels. An example of 0D model implementation can be found in \cite{63}, where the 0D model, representing a part of the circulatory system, was coupled to higher dimensional models. Often, lumped models are used in the "closure problem" for modeling the peripheral vascular network, in essence, providing a relationship between flowrate computed at the outlet of terminal vessel and pressure \cite{28, 51, 52, 64}.

The one-dimensional (1D) model has gained popularity due to its ability to predict with reasonable accuracy the pulse wave propagation. The 1D model is computationally inexpensive and can be applied successfully in simulations where blood flow does not exhibit strong 3D effects, e.g., in straight vessels with diameter less then 2mm. It can also be applied to simulate the pulse wave propagation in large vessels, however, only large scale features can be predicted, i.e., no information on the local flow dynamics is obtained \cite{65}. An overview and examples of 1D modeling of blood flow can be found in \cite{50, 64, 66}. The 1D models incorporate elastic properties of the arterial walls; a recent study accounts also for the variability of the elastic properties in the 1D model using stochastic modeling \cite{67}.

Computationally, the most expensive component is the three-dimensional (3D) modeling, which is essential in capturing secondary flows, turbulence, recirculation zones etc. Due to the geometric complexity of the arterial system, finite element or high-order spectral/hp element methods are preferred in solving the governing flow equations. A key numerical issue in 3D large-scale simulations is the use of fast parallel solvers scalable to thousands of processors \cite{68, 69, 70}. As an example of 3D flow complexity, in figure 5(left) we present results from a numerical simulation of a flow in a stenosed carotid artery. In figure 5(right) we plot the monitored flowrate, $Q(t)$, at the tree branches and also the streamwise velocity component along the ICA branch. The high frequency oscillations (localized in time) indicate the presence of turbulent flow, in particular, the transition to turbulence and relaminarization during the systolic and diastolic phases, respectively.

0D-1D-3D coupling methods

Coupling of 0D, 1D and 3D simulations allows simulations of larger networks, which provides a better understanding of the interactions of the local 3D flow features with the effects of peripheral flow. The 3D sub-domain integrated in the 1D network can be used in capturing the complex flow patterns around arterial bifurcations \cite{71}. The 0D models are incorporated to provide boundary conditions at the outlets or inlets of 1D domains. Coupling between these models is achieved by providing proper boundary conditions defined at the domain interfaces, \cite{63, 72, 73}. Mathematically, this is not a trivial issue as it involves coupling of heterogeneous mathematical models,
Figure 5: Flow patterns in a stenosed carotid artery. Left: Red iso-surfaces depict high speed flow region (jet), blue iso-surfaces show regions of backflow. Instantaneous streamlines demonstrate swirling flow. Right: flowrates and streamwise component of the velocity field monitored at distance $L$ from the ICA narrowing (the selected history points are marked by the red dots). $D_s$ - diameter of the ICA at the narrowest section. Dash lines - separate time frames of laminar and turbulent regimes.

e.g. parabolic equations (the 3D Navier-Stokes equations) coupled to hyperbolic 1D equations.

3D-3D coupling

The straight-forward 3D approach for the full-scale human arterial tree simulation, where a single computational domain is employed, is very inefficient and not scalable. The main difficulty is in the solution of a system of equations with billions of degrees of freedom. The reasons are both computational and algorithmic. From the computational standpoint, the high volume of communication between tens of thousands of processors affects adversely the efficiency of the parallel solver. From the algorithmic standpoint, the solution of linear systems involves dense matrices of rank above one billion with extremely large condition number, hence requiring thousands of iterations per time step for convergence.

To this end, we decompose the arterial network into a series of loosely coupled sub-domains of manageable size by providing appropriate interface conditions between sub-domains. Subsequently, the entire simulation can be performed on two levels: (i) in the inner level we solve a series of tightly coupled 3D problems in each
sub-domain, and (ii) in the outer level we solve loosely coupled problems by imposing proper boundary conditions at the sub-domains interfaces.

Multi-level partitioning of the entire computational domain requires multi-level parallelism in order to maintain high parallel efficiency using thousands of processors. Typically, we use 4-5 layers of processor sub-groups when computing on a single supercomputer center and an additional layer when computing on a network of distributed supercomputers, such as the TeraGrid\textsuperscript{74, 75}. The interface boundary conditions required for coupling 3D sub-domains are computed explicitly and include the velocity boundary condition at the inlets of computational sub-domains along with pressure and flux at the sub-domain outlets. At the inlet, of the downstream vessel the velocity boundary conditions are provided by the upstream vessel, i.e.

\[ V^{n+1} \big|_{inlet} = V^n \big|_{outlet}, \]

where the superscripts denote time steps. The pressure at the sub-domain outlet is given by

\[ P^{n+1} \big|_{outlet} = F(t) \bar{P}, \]

where \( \bar{P} = 0.5(P^n \big|_{inlet} + P^n \big|_{outlet}) \), \( F(t) = (1 - e^{-\alpha t^{n+1}})^\beta \) and \( \alpha \) and \( \beta \) are positive constants. The filter function \( F(t) \) suppresses large pressure oscillations that may appear at the beginning of the simulation due to poor choice of the initial velocity field (in our simulations we used \( \alpha = 20 \) and \( \beta = 2 \)). The flux at the upstream sub-domain outlet is computed as an average of the normal velocity derivatives from both sides of the interface, i.e.,

\[ \frac{dV^{n+1}}{dn} \bigg|_{outlet} = \frac{1}{2} \left( -\frac{dV^n}{dn} \bigg|_{inlet} + \frac{dV^n}{dn} \bigg|_{outlet} \right). \]

We note that the error introduced by the explicit treatment of the interface boundary conditions is controlled by the size of time step.

Next, we present two large-scale numerical simulations using coupled 3D-3D-0D models. Our primary goal in these simulations is to test this new 3D-3D-0D coupling method. In both cases the three-dimensional computational domain was decomposed into four sub-domains coupled by the interface boundary conditions. The \( RC \)-type pressure boundary conditions at the terminal vessels were employed, which allowed us to control the flow distribution across multiple branches. The computational domain was discretized with tetrahedral spectral elements, and the solution was approximated with polynomial order \( p = 5 \) and \( p = 6 \). The computational details are summarized in table 1. Both simulations were performed on the CRAY XT3 of the Pittsburgh Supercomputing Center (PSC). We performed a steady flow simulation in the domain of the aorta shown in figure 6(left) and a time-dependent flow simulation in the cranial arterial network in figure 6(middle and right). The estimated computational time required for solution of the unsteady flow in a domain of 65 cranial arteries over one cardiac cycle on 3,265 processors of CRAY XT3 is 80 hours, a rather reasonable time for supercomputing applications.
Figure 6: Large-scale flow simulations of the human arterial tree. Left: Aorta and adjacent arteries; 20 arteries, 1 inlet, 13 outlets; reconstruction from CT images; colors represent pressure distribution: red - high pressure, blue - low pressure. Middle: Cranial arterial network; 65 arteries, 4 inlets, 31 outlets; reconstruction from MRA and DSA CT images; colors represent pressure distribution. Right: Flow pattern in the Circle of Willis. Arrows depict the instantaneous flow direction. The simulation indicates that during part of a cardiac cycle blood supplied through the left ICA feeds both hemispheres of the brain.

Table 1: Large-scale flow simulations in the human arterial tree: Computational details. Simulations were performed on the CRAY XT3 at PSC. Nel - number of spectral elements, p - polynomial order, DOF - number of degrees of freedom, Ncpu - number of processors, CPU-time - averaged computer time required for one time step.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Nel</th>
<th>p</th>
<th>DOF (per variable)</th>
<th>Ncpu</th>
<th>CPU-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aorta</td>
<td>325,795</td>
<td>6</td>
<td>187,657,920</td>
<td>1976</td>
<td>0.77 sec</td>
</tr>
<tr>
<td>Cranial arterial network</td>
<td>459,250</td>
<td>5</td>
<td>180,026,000</td>
<td>3265</td>
<td>0.61 sec</td>
</tr>
</tbody>
</table>

OUTLOOK

Multiscale modeling of the virtual physiological human (VPH) has attracted a lot of attention recently and several efforts are currently underway to address many aspects of this problem in USA, Europe and Japan; project descriptions have been published on-line in 76. Simulating blood flow in the entire arterial tree is an indispensable component of VPH modeling and perhaps the most complex one from the computational standpoint. We discussed in the Introduction section how a hierarchical approach that couples MaN-MeN-MiN can possibly lead to an efficient simulation of the human arterial tree on the new emerging petaflop systems.
with hundreds of thousands of processors. In order to estimate the computational resources required for a full-scale simulation we can extrapolate from the results obtained in the previous section for MaN. To make the discussion specific we consider here only the cerebral vascular network and we include modeling of both MeN and MiN; modeling of the entire tree will require roughly ten times more resources. In particular, we will assume that we will employ a 1D model to simulate MeN and Darcy’s law (a phenomenologically derived constitutive equation that describes the flow of a fluid through a porous medium) to simulate perfusion in MiN. To this end, we assume that: At the MaN level to model about 100 arteries (using the 3D spectral/hp element method) requires 5 million spectral elements and hence 1 second per time step on 40,000 processors, or 27.7 (wall-clock) hours per cardiac cycle. Based on this CPU requirement, we will select the number of processors for the other two levels of computation. Specifically, MeN can be modeled via the nonlinear 1D PDE system and a discontinuous Galerkin discretization. Each arteriole is represented by a 1D spectral element for a total of 10 million elements and 100 stochastic simulations. Employing 40,000 processors for the MeN simulations leads to 27.7 (wall-clock) hours per cardiac cycle, and hence it matches the CPU time for the MaN simulation. Finally, we should employ three sets of simulations (in three different brain regions) for solving the stochastic Darcy’s law using “effective” values of diffusivity – and having fixed the time at 27.7 (wall clock) hours per cardiac cycle – we need $3 \times 10,000 = 30,000$ processors. In terms of memory requirements (accounting for the coupled stochastic simulations, co-processing for analysis and visualizations, and in-memory checkpointing) we estimate that for modest resolution we require more than 100 TBs while doubling the resolution will lead to more than 500 TBs.

In summary, we estimate that a single multiscale simulation of the human brain vascular network will require about 27.7 wall-clock hours per cardiac cycle on 110,000 processors; such systems are currently available but they may not have sufficient memory (see www.top500.org). Hopefully, on systems with 500,000 processors or more the required wall-clock per cardiac cycle will be of no more than 6 hours (and will satisfy the memory requirements) – a very reasonable simulation indeed! This will then open up the possibility of systematic studies in investigating clinical pathologies that will involve several cardiac cycles. However, there is much more modeling complexity to be added in the VPH, including blood rheology, biochemistry, blood-endothelium interactions, etc., which will make such full-scale simulations intractable even on the next generations of hexascale computers.
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