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#### Abstract

In this paper, we introduce and analyze a new discontinuous Galerkin method for solving the biharmonic problem $\Delta^{2} u=f$. The method has two main, distinctive features, namely, it is amenable to an efficient implementation, and it displays new superconvergence properties. Indeed, although the method uses as separate unknowns $u, \nabla u, \Delta u$ and $\nabla \Delta u$, the only globally coupled degrees of freedom are those of the approximations to $u$ and $\Delta u$ on the faces of the elements. This is why we say it can be efficiently implemented. We also prove that, when polynomials of degree at most $k \geq 1$ are used on all the variables, approximations of optimal convergence rates are obtained for both $u$ and $\nabla u$; the approximations to $\Delta u$ and $\nabla \Delta u$ converge with order $k+1 / 2$ and $k-1 / 2$, respectively. Moreover, both the approximation of $u$ as well as its numerical trace superconverge in $L^{2}$-like norms, to suitably chosen projections of $u$ with order $k+2$ for $k \geq 2$. This allows the element-by-element construction of another approximation to $u$ converging with order $k+2$ for $k \geq 2$. For $k=0$, we show that the approximation to $u$ converges with order one, up to a logarithmic factor. Numerical experiments are provided which confirm the sharpness of our theoretical estimates.


## 1. Introduction

In this paper, we continue our study of the LDG-H methods, introduced in [11] in the framework of second order elliptic problems, and consider the extension of the so-called single face-hybridizable (SFH) method, a particular LDG-H method proposed and studied in [10], to the biharmonic problem

$$
\begin{align*}
\Delta^{2} u & =f & & \text { in } \Omega  \tag{1.1a}\\
u & =g & & \text { on } \partial \Omega  \tag{1.1b}\\
\frac{\partial u}{\partial \boldsymbol{n}} & =-\mathrm{q}_{\mathrm{N}} & & \text { on } \partial \Omega \tag{1.1c}
\end{align*}
$$

where $\Omega \subset \mathbb{R}^{d}$ is a polyhedral domain $(d \geq 2)$, and $f \in L^{2}(\Omega)$.
Since the first equation of the above problem can be rewritten as

$$
\begin{aligned}
& -\Delta z=f \\
& -\Delta u=z
\end{aligned}
$$

[^0]it is natural to consider extensions of numerical methods for second-order elliptic problems to our setting. In [10], it was shown that the SFH method for second-order elliptic problems is optimally convergent in both the scalar variable and its gradient, and has superconvergence properties allowing for the construction of a new, better approximation to the scalar variable. In this paper we explore if similar results can be obtained by extending the SFH method to the biharmonic problem.

To describe our results and render clear their relevance, let us begin by presenting a short overview of the development of finite element methods for the biharmonic problem. In the past 40 years, many different finite element methods for the biharmonic problem have been devised. We bias our discussion towards methods that are not conforming and that employ piecewise polynomial approximations of arbitrary degree. A thorough discussion about conforming methods and non-conforming methods of using low polynomial degree approximations can be found in Section 6 in [8]. We begin our discussion with the mixed finite element method introduced in 1974 by Ciarlet and Raviart [9]; see also Section 7 in [8].

Ciarlet and Raviart [9] showed that, with $C^{0}$-finite elements associated with piecewise polynomials of degree $k \geq 2$, the $H^{1}$-norm of the error in $u$ and the $L^{2}$-norm of the error in $\Delta u$ converge with order $k-1$. These estimates have been subsequently improved by Scholz in [23, 24]. Indeed, in 1976, Scholz obtained an optimal error estimate of $u$ for $k \geq 3$. Two years later, by using an $L^{\infty}$-estimate, he showed that piecewise linear elements yield first order convergence in the $H^{1}$-norm of the error in $u$ and $1 / 2$ order convergence in the $L^{2}$-norm of the error in $\Delta u$; he also mentioned that this approach can be extended to higher order polynomials. In 1978, Falk [15] devised a variant of Ciarlet-Raviart mixed method which gives approximations that optimally converge to $u$ and sub-optimally converge to $\Delta u$ in the $L^{2}$-norm with order $(k-1)$ for $k \geq 3$. For more details, see the review paper [18].

Another popular mixed finite element method that has been applied to the biharmonic problem is the Hellan-Herrmann-Johnson (HHJ) method. In 1980, Babuška et.al. [3] analyzed the HHJ method on two-dimensional convex polygonal domains. They showed that the continuous approximation to the scalar variable $u$ converges with order $k+1$ if polynomials of degree $k \geq 1$ are used, and the approximation to the matrix of second-order partials of $u$ converges with order $k$ if polynomials of degree $k-1$ are used. In [1], a Lagrange multiplier was used to impose interelement continuity, and a better piecewise linear approximation to $u$ was generated by post-processing, which automatically gave a superconvergent approximation to the gradient of $u$. In [13], Comodi developed similar post-processing to extend the result to the case of $k \geq 2$; she showed a superconvergence result for the distance between the approximation of $u$ and a suitable projection of $u$ which allowed her to use post-processing to construct an approximation converging with an optimal rate to gradient of $u$. In [25], Stenberg used a different post-processing to produce a new approximation to $u$, which converges in $H^{1}$-norm with order $k+1$ for $k \geq 1$ and converges in $L^{2}$-norm with order $k+2$ for $k \geq 3$.

Interior penalty methods have also been investigated for the biharmonic problem. In his pioneering work of 1977, Baker [5] devised an interior penalty method based on discontinuous finite elements to the biharmonic problem, and obtained an optimal error estimates for $k \geq 3$. In a sequence of papers [20, 26, 21] by Süli et.al., $h p$-version of symmetric, nonsymmetric and semi-symmetric interior penalty
discontinuous Galerkin finite element methods have been studied, and optimal approximations to $u$ and $(k-1)$ th order approximation to $\Delta u$ were obtained for polynomials of degree $k \geq 2$. On the other hand, $C^{0}$ interior penalty methods for plate bending problems using quadrilateral elements were analyzed in [14], and the error was shown to converge optimally in $L^{2}$-norm for smooth solutions when $k \geq 3$. Later Brenner and Sung [7] extended the analysis to polygonal domains and nonsmooth solutions, and they used post-processing to generate $C^{1}$ approximate solutions from $C^{0}$ approximate solutions.

The method we present here is also a discontinuous Galerkin method, but is formulated in terms of approximations not only to $u$ but also to $\nabla u, \Delta u$ and $\nabla \Delta u$. As we mentioned above, this proliferation of unknowns is significantly compensated by the fact that the only globally coupled degrees of freedom are those associated to approximations to $u$ and $\Delta u$ in the element borders. The convergence properties of the method are the following. When piecewise polynomial approximations of degree $k \geq 1$ are used for all these unknowns, the approximations to both $u$ and $\nabla u$ optimally converge with order $k+1$, and that the approximations to $\Delta u$ and $\nabla \Delta u$ converge with order $k+1 / 2$ and $k-1 / 2$, respectively. We also show that suitably chosen projections of the error in $u$ superconverge with order $k+2$ for $k \geq 2$ and with order $\frac{5}{2}$ for $k=1$. This allows us to locally construct a new approximation to $u$ converging with order $k+2$ for $k \geq 2$ and with order $\frac{5}{2}$ for $k=1$. We also show that we can improve the above estimates for $k=1$ in the two-dimensional case, $d=2$, and for $k=0$ and $d=2,3$. Indeed, for $k=1$ and $d=2$, we show that the postprocessed approximation of $u$ converges with order 3 , up to a logarithmic factor. For $k=0$ and $d=2,3$, we show that, again up to logarithmic factors, the approximation to $u, \nabla u$, and $\Delta u$ converge with orders $1, \frac{3}{4}$ and $\frac{1}{2}$, respectively. Finally, although

Certain technical assumptions were made in order to carry out our analysis and prove the above convergence rates. In particular, we assume the domain $\Omega$ is convex and we assume $H^{4}$ regularity for the dual problem. Moreover, we assume our family of meshes are quasi-uniform. However, our numerical experiments show that the method performs very well even if we violate these assumptions. Finally, although the converge rates for $z$ and $\sigma$ measured in the global $L^{2}$ norm are sub-optimal with rates $k+1 / 2$ and $k-1 / 2$, respectively, our numerical experiments show that the convergence rates are optimal in any fixed interior sub-domain of $\Omega$.

The paper is organized as follows. In Section 2, we introduce the method, discuss the characterization of its approximate solution and state our a priori error estimates. The proof of the characterization is presented in Appendix I and the proofs of the error estimates are given in Section 3; they use an auxiliary result on pointwise error estimates for SFH approximations to solutions of second-order problems in Appendix II. In Section 4, we discuss the extension of our results to the two-dimensional case and $k=1$, and the two- and three-dimensional case and $k=0$. In Section 5, we display numerical experiments validating the theoretical results. We end with some concluding remarks in Section 6.

## 2. Main Results

In this section, we introduce the SFH method and show how the method under consideration can be hybridized, that is, how the only globally coupled degrees of freedom are those of the numerical traces $\widehat{u}_{h}$ and $\widehat{z}_{h}$. We show that they are the
solution of a mixed formulation and obtain conditions on the local stabilization parameters $\tau$ that guarantee the existence and uniqueness of its solution. We then present a priori error estimates for all the variables as well as two superconvergence results for approximations to $u$. We end by showing how to use the superconvergence results to construct, in an element-by-element fashion, a new approximation $u_{h}^{\star}$ converging faster than $u$.
2.1. The SFH method. Now let us introduce the method. We begin by rewriting the problem as a first-order system as follows:

$$
\begin{align*}
\boldsymbol{\sigma}+\nabla z=0 & \text { in } \Omega  \tag{2.2a}\\
\nabla \cdot \boldsymbol{\sigma}=f & \text { in } \Omega  \tag{2.2b}\\
\boldsymbol{q}+\nabla u=0 & \text { in } \Omega  \tag{2.2c}\\
\nabla \cdot \boldsymbol{q}=z & \text { in } \Omega \tag{2.2d}
\end{align*}
$$

with the boundary conditions

$$
\begin{align*}
u & =g & & \text { on } \partial \Omega  \tag{2.2e}\\
\boldsymbol{q} \cdot \boldsymbol{n} & =\mathrm{q}_{\mathrm{N}} & & \text { on } \partial \Omega . \tag{2.2f}
\end{align*}
$$

Next, let us introduce some notation. We denote by $\Omega_{h}=\{K\}$ a triangulation of the domain $\Omega$ of shape-regular tetrahedra $K$ and set $\partial \Omega_{h}:=\left\{\partial K: K \in \Omega_{h}\right\}$. We associate to this triangulation the set of interior faces $\mathscr{E}_{h}^{i}$ and the set of boundary faces $\mathscr{E}_{h}^{\partial}$. We say that $e \in \mathscr{E}_{h}^{i}$ if there are two simplexes $K^{+}$and $K^{-}$in $\Omega_{h}$ such that $e=\partial K^{+} \cap \partial K^{-}$, and we say that $e \in \mathscr{E}_{h}^{\partial}$ if there is a simplex in $\Omega_{h}$ such that $e=\partial K \cap \partial \Omega$. We set $\mathscr{E}_{h}:=\mathscr{E}_{h}^{i} \cup \mathscr{E}_{h}^{\partial}$.

The SFH method seeks an approximation $\left(\boldsymbol{\sigma}_{h}, z_{h}, \boldsymbol{q}_{h}, u_{h}, \gamma_{h}, \lambda_{h}\right)$ to the exact solution $\left(\left.\boldsymbol{\sigma}\right|_{\Omega},\left.z\right|_{\Omega},\left.\boldsymbol{q}\right|_{\Omega},\left.u\right|_{\Omega},\left.z\right|_{\mathscr{E}_{h}},\left.u\right|_{\mathscr{E}_{h} \backslash \partial \Omega}\right)$, in a finite dimensional space $\boldsymbol{V}_{h} \times W_{h} \times$ $\boldsymbol{V}_{h} \times W_{h} \times M_{h} \times M_{h}^{0}$ of the form

$$
\begin{align*}
\boldsymbol{V}_{h} & :=\left\{\boldsymbol{v} \in \boldsymbol{L}^{2}(\Omega):\left.\boldsymbol{v}\right|_{K} \in \mathcal{P}^{k}(K)\right.  \tag{2.3a}\\
W_{h} & :=\left\{\omega \in L^{2}(\Omega):\left.\omega\right|_{K} \in \mathcal{P}^{k}(K)\right.  \tag{2.3b}\\
M_{h} & :=\left\{\mathrm{m} \in L^{2}\left(\partial \Omega_{h}\right):\left.\mathrm{m}\right|_{e} \in \mathcal{P}^{k}(e)\right.  \tag{2.3c}\\
M_{h}^{0} & :=\left\{\mathrm{m} \in M_{h}:\left.\mathrm{m}\right|_{\partial \Omega}=0\right\} \tag{2.3d}
\end{align*}
$$

and determines it by requiring that

$$
\begin{align*}
& \left(\boldsymbol{\sigma}_{h}, \boldsymbol{\rho}\right)_{\Omega_{h}}-\left(z_{h}, \nabla \cdot \boldsymbol{\rho}\right)_{\Omega_{h}}+\left\langle\widehat{z}_{h}, \boldsymbol{\rho} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}=0,  \tag{2.4a}\\
& -\left(\boldsymbol{\sigma}_{h}, \nabla \eta\right)_{\Omega_{h}}+\left\langle\widehat{\boldsymbol{\sigma}}_{h} \cdot \boldsymbol{n}, \eta\right\rangle_{\partial \Omega_{h}}=(f, \eta)_{\Omega_{h}},  \tag{2.4b}\\
& \left(\boldsymbol{q}_{h}, \boldsymbol{v}\right)_{\Omega_{h}}-\left(u_{h}, \nabla \cdot \boldsymbol{v}\right)_{\Omega_{h}}+\left\langle\widehat{u}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}=0,  \tag{2.4c}\\
& -\left(\boldsymbol{q}_{h}, \nabla \omega\right)_{\Omega_{h}}+\left\langle\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \omega\right\rangle_{\partial \Omega_{h}}=\left(z_{h}, \omega\right)_{\Omega_{h}},  \tag{2.4d}\\
& \left\langle\widehat{\boldsymbol{\sigma}}_{h} \cdot \boldsymbol{n}, \mu\right\rangle_{\partial \Omega_{h}}=0,  \tag{2.4e}\\
& \left\langle\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \chi\right\rangle_{\partial \Omega_{h}}=\left\langle\mathrm{q}_{N}, \chi\right\rangle_{\partial \Omega}, \tag{2.4f}
\end{align*}
$$

for all $(\boldsymbol{\rho}, \eta, \boldsymbol{v}, \omega, \mu, \chi) \in \boldsymbol{V}_{h} \times W_{h} \times \boldsymbol{V}_{h} \times W_{h} \times M_{h}^{0} \times M_{h}$. Here, we denote the space of polynomials of degree at most $k \geq 0$ defined on $D$ by $\mathcal{P}^{k}(D)$, and set
$\mathcal{P}^{k}(D):=\left[\mathcal{P}^{k}(D)\right]^{d}$. We have used the notation

$$
\begin{aligned}
(\boldsymbol{\rho}, \boldsymbol{v})_{\Omega_{h}} & :=\sum_{K \in \Omega_{h}} \int_{K} \boldsymbol{\rho}(x) \cdot \boldsymbol{v}(x) d x \\
(\eta, \omega)_{\Omega_{h}} & :=\sum_{K \in \Omega_{h}} \int_{K} \eta(x) \omega(x) d x \\
\langle\eta, \boldsymbol{v} \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & :=\sum_{K \in \Omega_{h}} \int_{\partial K} \eta(\gamma) \boldsymbol{v}(\gamma) \cdot \boldsymbol{n} d \gamma,
\end{aligned}
$$

for any functions $\boldsymbol{\rho}, \boldsymbol{v}$ in $\boldsymbol{H}^{1}\left(\Omega_{h}\right):=\left[H^{1}\left(\Omega_{h}\right)\right]^{d}$ and $\eta, \omega$ in $H^{1}\left(\Omega_{h}\right)$. The outward normal unit vector to $\partial K$ is denoted by $\boldsymbol{n}$.

The numerical traces ( $\widehat{\boldsymbol{\sigma}}_{h}, \widehat{z}_{h}, \widehat{\boldsymbol{q}}_{h}, \widehat{u}_{h}$ ) are defined as

$$
\begin{align*}
& \widehat{u}_{h}= \begin{cases}\mathrm{P}_{\partial} g & \text { on } \partial K \cap \partial \Omega, \\
\lambda_{h} & \text { otherwise, },\end{cases}  \tag{2.5a}\\
& \widehat{z}_{h}=\gamma_{h}  \tag{2.5b}\\
& \widehat{\boldsymbol{q}}_{h}=\boldsymbol{q}_{h}+\tau\left(u_{h}-\widehat{u}_{h}\right) \boldsymbol{n},  \tag{2.5c}\\
& \widehat{\boldsymbol{\sigma}}_{h}=\boldsymbol{\sigma}_{h}+\tau\left(z_{h}-\widehat{z}_{h}\right) \boldsymbol{n}, \tag{2.5d}
\end{align*}
$$

where $\lambda_{h} \in M_{h}^{0}$ and $\gamma_{h} \in M_{h}$ are called Lagrange multipliers which are unknown, and $\mathrm{P}_{\partial}$ denotes an $L^{2}$-projection defined as follows. Given any function $\eta \in L^{2}\left(\mathscr{E}_{h}\right)$ and an arbitrary face $e \in \mathscr{E}_{h}$, the restriction of $\mathrm{P}_{\partial}(\eta)$ to $e$ is defined as the element of $\mathcal{P}^{k}(e)$ that satisfies

$$
\begin{equation*}
\left\langle\mathrm{P}_{\partial} \eta-\eta, \omega\right\rangle_{e}=0, \quad \forall \omega \in \mathcal{P}^{k}(e) . \tag{2.6}
\end{equation*}
$$

The parameter $\tau$ is taken as, on each simplex $K \in \Omega_{h}$

$$
\tau= \begin{cases}0, & \text { on } \partial K \backslash e_{K}^{\tau},  \tag{2.7}\\ \tau_{K}>0, & \text { on } e_{K}^{\tau},\end{cases}
$$

where $e_{K}^{\tau}$ is an arbitrary but fixed face of $K$ if $K$ does not contain any boundary face.

We also make an important assumption on the triangulation $\Omega_{h}$. We assume that
each tetrahedra $K$ has at most one boundary face,
if $K$ has one boundary face, $e_{K}^{\tau}$ is the boundary face.
Experimentally, we have verified that if this assumption is violated then the approximate solution is not well defined. This assumption is thus necessary.
2.2. Characterization of the approximate solution. Next, we give a characterization of the approximate solution provided by the SFH method; we follow [11]. To state it, we need to introduce the local solvers associated with the method.

The first local solver is defined on the simplex $K \in \Omega_{h}$ as the mapping $\gamma \in$ $L^{2}(\partial K) \rightarrow(\mathcal{S} \gamma, \mathcal{Z} \gamma, \mathbf{Q} \gamma, \mathcal{U} \gamma) \in \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K) \times \mathcal{P}^{k}(K) \times \mathcal{P}^{k}(K)$ where

$$
\begin{align*}
& \quad(\boldsymbol{\delta} \gamma, \boldsymbol{\rho})_{K}-(\boldsymbol{z} \gamma, \nabla \cdot \boldsymbol{\rho})_{K}=-\langle\gamma, \boldsymbol{\rho} \cdot \boldsymbol{n}\rangle_{\partial K},  \tag{2.9a}\\
& -(\boldsymbol{\mathcal { S }} \gamma, \nabla \eta)_{K}+\langle\widehat{\boldsymbol{\delta}} \gamma \cdot \boldsymbol{n}, \eta\rangle_{\partial K}=0,  \tag{2.9b}\\
& (\mathbf{\Omega} \gamma, \boldsymbol{v})_{K}-(\mathcal{U} \gamma, \nabla \cdot \boldsymbol{v})_{K}=0,  \tag{2.9c}\\
& -(\mathbf{\Omega} \gamma, \nabla w)_{K}+\langle\widehat{\mathbf{\Omega}} \gamma \cdot \boldsymbol{n}, w\rangle_{\partial K}=(\mathcal{Z} \gamma, w)_{K}, \tag{2.9d}
\end{align*}
$$

for all $(\boldsymbol{\rho}, \eta, \boldsymbol{v}, w) \in \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K) \times \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K)$, where

$$
\begin{align*}
& \widehat{\boldsymbol{S}} \gamma=\boldsymbol{S} \gamma+\tau\left(\not Z \gamma-\mathrm{P}_{\partial} \gamma\right) \boldsymbol{n},  \tag{2.9e}\\
& \widehat{\mathbf{Q}} \gamma=\boldsymbol{Q} \gamma+\tau \mathcal{U}(\gamma \boldsymbol{n} .
\end{align*}
$$

The second local solver is defined on the simplex $K \in \Omega_{h}$ as the mapping $\mathrm{m} \in$ $L^{2}(\partial K) \rightarrow(\mathcal{S} m, \mathcal{Z} \mathrm{~m}, \mathbf{Q} \mathrm{~m}, \mathcal{U} \mathrm{~m}) \in \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K) \times \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K)$ where

$$
\begin{align*}
& (\boldsymbol{S} \mathrm{m}, \boldsymbol{\rho})_{K}-(Z \mathrm{~m}, \nabla \cdot \boldsymbol{\rho})_{K}=0  \tag{2.10a}\\
- & (\boldsymbol{S} \mathrm{m}, \nabla \eta)_{K}+\langle\widehat{\boldsymbol{S}} \mathrm{m} \cdot \boldsymbol{n}, \eta\rangle_{\partial K}=0  \tag{2.10b}\\
& (\mathbf{Q} \mathrm{~m}, \boldsymbol{v})_{K}-(\mathcal{U} \mathrm{m}, \nabla \cdot \boldsymbol{v})_{K}=-\langle\mathrm{m}, \boldsymbol{v} \cdot \boldsymbol{n}\rangle_{\partial K},  \tag{2.10c}\\
- & (\boldsymbol{( \mathrm { m }}, \nabla w)_{K}+\langle\widehat{\mathbf{Q}} \mathrm{m} \cdot \boldsymbol{n}, w\rangle_{\partial K}=(Z \mathrm{~m}, w)_{K}, \tag{2.10d}
\end{align*}
$$

for all $(\boldsymbol{\rho}, \eta, \boldsymbol{v}, w) \in \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K) \times \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K)$, where

$$
\begin{align*}
& \widehat{\mathfrak{S}} \mathrm{m}=\boldsymbol{S} \mathrm{m}+\tau \mathcal{Z} \mathrm{m} \boldsymbol{n}  \tag{2.10e}\\
& \widehat{\mathbf{Q}} \mathrm{~m}=\boldsymbol{Q} \mathrm{m}+\tau\left(\mathcal{U} \mathrm{m}-\mathrm{P}_{\partial} \mathrm{m}\right) \boldsymbol{n}
\end{align*}
$$

The third local solver is defined on the simplex $K \in \Omega_{h}$ as the mapping $f \in$ $L^{2}(K) \rightarrow(\mathcal{S} f, \mathcal{Z} f, \boldsymbol{Q} f, \mathcal{U} f) \in \mathcal{P}^{k}(K) \times \mathcal{P}^{k}(K) \times \mathcal{P}^{k}(K) \times \mathcal{P}^{k}(K)$ where

$$
\begin{align*}
& \quad(\boldsymbol{\mathcal { S }}, \boldsymbol{\rho})_{K}-(\boldsymbol{z} f, \nabla \cdot \boldsymbol{\rho})_{K}=0,  \tag{2.11a}\\
& -(\boldsymbol{\mathcal { S }} f, \nabla \eta)_{K}+\left\langle\widehat{\boldsymbol{\mathcal { S }} f \cdot \boldsymbol{n}, \eta\rangle_{\partial K}=(f, \eta)_{K},}\right.  \tag{2.11b}\\
& \quad\left(\mathbf{\mathcal { Q } f , \boldsymbol { v } ) _ { K } - ( \mathcal { U } f , \nabla \cdot \boldsymbol { v } ) _ { K } = 0 ,}\right.  \tag{2.11c}\\
& -(\mathbf{\mathcal { Q }} f, \nabla w)_{K}+\langle\widehat{\boldsymbol{\mathcal { Q }}} f \cdot \boldsymbol{n}, w\rangle_{\partial K}=(\boldsymbol{z} f, w)_{K}, \tag{2.11d}
\end{align*}
$$

for all $(\boldsymbol{\rho}, \eta, \boldsymbol{v}, w) \in \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K) \times \mathfrak{P}^{k}(K) \times \mathcal{P}^{k}(K)$, where

$$
\begin{align*}
& \widehat{\boldsymbol{S}} f=\boldsymbol{S} f+\tau \mathcal{Z} f \boldsymbol{n}  \tag{2.11e}\\
& \widehat{\mathbf{Q}} f=\boldsymbol{Q} f+\tau \mathcal{U} f \boldsymbol{n} . \tag{2.11f}
\end{align*}
$$

We can now state a characterization of the approximation solutions in terms of the local solvers.

Theorem 2.1. The approximate solution $\left(\boldsymbol{\sigma}_{h}, z_{h}, \boldsymbol{q}_{h}, u_{h}, \gamma_{h}, \lambda_{h}\right) \in \boldsymbol{V}_{h} \times W_{h} \times \boldsymbol{V}_{h} \times$ $W_{h} \times M_{h} \times M_{h}^{0}$ given by the method is well defined. Moreover, we have that

$$
\begin{aligned}
\left(\boldsymbol{\sigma}_{h}, z_{h}, \boldsymbol{q}_{h}, u_{h}\right)= & \left(\boldsymbol{S} \gamma_{h}, \mathcal{Z} \gamma_{h}, \boldsymbol{\mathcal { Q }} \gamma_{h}, \mathcal{U} \gamma_{h}\right) \\
& +\left(\mathcal{S} \lambda_{h}, \boldsymbol{Z} \lambda_{h}, \boldsymbol{Q} \lambda_{h}, \mathcal{U} \lambda_{h}\right) \\
& +(\mathcal{S} g, Z \mathcal{Z}, \boldsymbol{Q} g, \mathcal{U} g) \\
& +(\mathcal{S} f, \boldsymbol{Z} f, \boldsymbol{Q} f, \mathcal{U} f)
\end{aligned}
$$

where $\left(\gamma_{h}, \lambda_{h}\right) \in M_{h} \times M_{h}^{0}$ satisfies

$$
\begin{aligned}
a_{h}\left(\gamma_{h}, \chi\right)+b_{h}\left(\lambda_{h}, \chi\right) & =\ell_{1}(\chi) & & \forall \chi \in M_{h} \\
b_{h}\left(\mu, \gamma_{h}\right) & =\ell_{2}(\mu) & & \forall \mu \in M_{h}^{0}
\end{aligned}
$$

where

$$
\begin{aligned}
a_{h}(\varsigma, \chi) & :=(\not \approx \varsigma, \not \approx \chi)_{\Omega_{h}}, \\
b_{h}(\mu, \chi) & :=\langle\mu, \boldsymbol{S} \chi \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\langle\chi, \mathbf{Q} \mu \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}, \\
\ell_{1}(\chi) & :=-(f, \mathcal{U} \chi)_{\Omega_{h}}-\langle g, \boldsymbol{S} \chi \cdot \boldsymbol{n}\rangle_{\partial \Omega}+\left\langle\mathbf{q}_{N}, \chi\right\rangle_{\partial \Omega}, \\
\ell_{2}(\mu) & :=-(f, \mathcal{U} \mu)_{\Omega_{h}},
\end{aligned}
$$

for all $\varsigma, \chi \in M_{h}$, and $\mu \in M_{h}^{0}$. The solution $\left(\gamma_{h}, \lambda_{h}\right) \in M_{h} \times M_{h}^{0}$ of the above formulation exists and is unique if $\tau_{K}>0$ for each $K \in \Omega_{h}$ and if the conditions (2.8) are satisfied.

A detailed proof of this result can be found in the Appendix I. Note that the above result implies that the system of equations for the vector of degrees of freedom for $\gamma_{h}$ and $\lambda_{h},\left[\gamma_{h}\right]$ and $\left[\lambda_{h}\right]$, respectively, is of the form

$$
\left[\begin{array}{cc}
\mathrm{A} & \mathrm{~B} \\
\mathrm{~B}^{t} & 0
\end{array}\right]\left[\begin{array}{l}
{\left[\gamma_{h}\right]} \\
{\left[\lambda_{h}\right]}
\end{array}\right]=\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right] .
$$

This is a reflection of the fact that $\gamma_{h}$ approximates $z$, that $\lambda_{h}$ approximates $u$, and that we can write our original problem (1.1) as

$$
\left[\begin{array}{cc}
I d & \Delta \\
\Delta & 0
\end{array}\right]\left[\begin{array}{l}
z \\
u
\end{array}\right]=\left[\begin{array}{c}
0 \\
-f
\end{array}\right]
$$

2.3. A priori error estimates. Now we present a priori error estimates for the approximation $\left(\boldsymbol{\sigma}_{h}, z_{h}, \boldsymbol{q}_{h}, u_{h}\right) \in \boldsymbol{V}_{h} \times W_{h} \times \boldsymbol{V}_{h} \times W_{h}$ given by the SFH method and for the numerical trace $\widehat{u}_{h}$ defined by (2.5). To state them, we need to introduce new notation.

For any real-valued function $\eta$ in $H^{l}\left(\Omega_{h}\right)$, we set

$$
|\eta|_{H^{l}\left(\Omega_{h}\right)}:=\left(\sum_{K \in \Omega_{h}}|\eta|_{H^{l}(K)}^{2}\right)^{\frac{1}{2}}
$$

For a vector-valued function $\boldsymbol{\rho}=\left(\sigma_{1}, \ldots, \sigma_{d}\right) \in \boldsymbol{H}^{l}\left(\Omega_{h}\right)$ we set

$$
|\boldsymbol{\rho}|_{\boldsymbol{H}^{l}\left(\Omega_{h}\right)}:=\left(\sum_{i=1}^{d}\left|\sigma_{i}\right|_{H^{l}\left(\Omega_{h}\right)}^{2}\right)^{\frac{1}{2}}
$$

Our error estimates for the SFH approximation to (1.1) will depend on $L^{\infty}$ estimates of the SFH approximation to Laplace's equation. These $L^{\infty}$ are contained in the appendix and assume elliptic $H^{2}$ regularity for Laplace's equation with zero

Dirichlet boundary conditions and estimates for the first derivative of the corresponding Green's function. This assumption is satisfied if $\Omega$ is convex; see [16]. Therefore, for our main theorem we assume that $\Omega$ is convex. Moreover, we assume that the family of meshes $\left\{\Omega_{h}\right\}$ be quasi-uniform since the $L^{\infty}$ estimates require this. Finally, we will also assume $H^{4}$ elliptic regularity for the bi-harmonic problem which requires more than convexity; see [6] for results on polygons. More precisely, we assume that

$$
\begin{equation*}
\|\boldsymbol{\zeta}\|_{\boldsymbol{H}^{1}\left(\Omega_{h}\right)}+\|\xi\|_{\boldsymbol{H}^{2}\left(\Omega_{h}\right)}+\|\boldsymbol{\psi}\|_{\boldsymbol{H}^{3}\left(\Omega_{h}\right)}+\|\varphi\|_{\boldsymbol{H}^{4}\left(\Omega_{h}\right)} \leq \mathrm{C}_{e r}\|\eta\|_{L^{2}(\Omega)} \tag{2.12}
\end{equation*}
$$

where $(\boldsymbol{\zeta}, \xi, \boldsymbol{\psi}, \varphi)$ is the solution of the following problem:

$$
\begin{align*}
\boldsymbol{\zeta}+\nabla \xi=0 & \text { in } \Omega  \tag{2.13a}\\
\nabla \cdot \boldsymbol{\zeta}=\eta & \text { in } \Omega  \tag{2.13b}\\
\boldsymbol{\psi}+\nabla \varphi=0 & \text { in } \Omega  \tag{2.13c}\\
\nabla \cdot \boldsymbol{\psi}=\xi & \text { in } \Omega  \tag{2.13d}\\
\varphi=0 & \text { on } \partial \Omega  \tag{2.13e}\\
\boldsymbol{\psi} \cdot \boldsymbol{n}=0 & \text { on } \partial \Omega \tag{2.13f}
\end{align*}
$$

Again, we would like to emphasize that the convexity of the domain and $H^{4}$ elliptic regularity are just technical assumptions for the purpose of our error analysis. From the numerical experiment in Section 5.3, we see that the method still performs well when these assumptions are violated.

The $L^{2}$-errors in the approximation of $u, \boldsymbol{q}, z$ and $\boldsymbol{\sigma}$ as well as the error in the weighted jump $\tau\left(\widehat{u}_{h}-u_{h}\right)$ in the norm

$$
\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)}:=\left(\sum_{K \in \Omega_{h}} \tau_{K}\left\|\left(\widehat{u}_{h}-u_{h}\right)\right\|_{L^{2}\left(e_{K}^{\tau}\right)}^{2}\right)^{1 / 2}
$$

are given in the following theorem.
We are now ready to state our first result.
Theorem 2.2. Suppose that the exact solution $(u, \boldsymbol{q}, z, \boldsymbol{\sigma})$ belongs to $H^{k+1}\left(\Omega_{h}\right) \times$ $\boldsymbol{W}^{k+1, \infty}\left(\Omega_{h}\right) \times H^{k+1}\left(\Omega_{h}\right) \times \boldsymbol{H}^{k+1}\left(\Omega_{h}\right)$. If $\tau_{K}>0$ is of order $h_{K}^{-1}$ for all $K \in \Omega_{h}$ and $k \geq 1$, then for $h$ sufficiently small we have

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq \mathcal{C} h^{k+1} \\
\left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{h}\right)} & \leq \mathcal{C} h^{k+1} \\
\left\|z-z_{h}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq \mathcal{C} h^{k+1 / 2}, \\
\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{h}\right)} & \leq \mathcal{C} h^{k-1 / 2},
\end{aligned}
$$

and

$$
\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \leq \mathcal{C} h^{k+1},
$$

where

$$
\mathcal{C}:=C\left(|u|_{H^{k+1}\left(\Omega_{h}\right)}+|\boldsymbol{q}|_{\boldsymbol{W}^{k+1, \infty}\left(\Omega_{h}\right)}+|z|_{H^{k+1}\left(\Omega_{h}\right)}+|\boldsymbol{\sigma}|_{\boldsymbol{H}^{k+1}\left(\Omega_{h}\right)}\right),
$$

for some constant $C$ independent of $h$ and the exact solution.
Note that this result states that, for $k \geq 1$, the convergence orders of the approximations to $u$ and $\boldsymbol{q}$ are optimal whereas those to $z$ and $\boldsymbol{\sigma}$ are suboptimal by $1 / 2$ and $3 / 2$. Since we actually observe these orders in our numerical results, the above
result is sharp. However, our numerical experiment suggest that the converge rates for all the variables are optimal for interior sub-domains of $\Omega$.

We also note that if we don't assume $\boldsymbol{q} \in W^{k+1, \infty}\left(\Omega_{h}\right)$, it is possible to prove optimal convergence rates for $u$ and $\boldsymbol{q}$, and order $k$ and $k-1$ for $z$ and $\boldsymbol{\sigma}$ without using $L^{\infty}$ estimates of the SFH approximation to Laplace's equation. However, our analysis required the extra regularity of the solutions in order to improve the convergence rates for $z$ and $\boldsymbol{\sigma}$.
2.4. Superconvergence of $\widehat{u}_{h}$ and $u_{h}$. Next we present a superconvergence result. To do that, we need to introduce the following norm:

$$
\left\|\mathrm{P}_{\partial} u-\widehat{u}_{h}\right\|_{L^{2}\left(\mathscr{E}_{h} ; h\right)}=\left(\sum_{K \in \Omega_{h}} h_{K}\left\|\mathrm{P}_{\partial} u-\widehat{u}_{h}\right\|_{L^{2}(\partial K)}^{2}\right)^{1 / 2}
$$

We also need to introduce the projection $\mathrm{P}^{\ell}$. Given a function $\eta \in H^{1}\left(\Omega_{h}\right)$ and an arbitrary simplex $K \in \Omega_{h}$, the restriction of $\mathrm{P}^{\ell} \eta$ to $K$ is defined for $\ell \geq 0$ as the element of $\mathcal{P}^{\ell}(K)$ that satisfies

$$
\begin{equation*}
\left(\mathrm{P}^{\ell} \eta-\eta, \omega\right)_{K}=0, \quad \forall \omega \in \mathcal{P}^{\ell}(K) \tag{2.14}
\end{equation*}
$$

If $\ell<0$, then $\mathrm{P}^{\ell}$ is the zero operator.
Theorem 2.3. Under the same assumption as in Theorem 2.2, we have

$$
\begin{aligned}
& \left\|\mathrm{P}^{k-1}\left(u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C \mathcal{C} h^{k+\min \{k+1 / 2,2\}} \\
& \left\|\mathrm{P}_{\partial} u-\widehat{u}_{h}\right\|_{L^{2}\left(\mathscr{E}_{h} ; h\right)} \leq C \mathcal{C} h^{k+\min \{k+1 / 2,2\}}
\end{aligned}
$$

A similar result was proven for the scalar variable of the SFH method as applied to second-order elliptic equations [10].
2.5. Postprocessing. Finally, we introduce a new approximation to $u, u_{h}^{\star}$, defined as follows; see $[10,12]$. On the simplex $K, u_{h}^{\star}$, is the function of $\mathcal{P}^{k+1}(K)$ given by

$$
\begin{equation*}
u_{h}^{\star}=\bar{u}_{h}+\widetilde{u}_{h}, \tag{2.15a}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{u}_{h}=\frac{1}{|K|} \int_{K} u_{h} d x \tag{2.15b}
\end{equation*}
$$

and $\widetilde{u}_{h}$ is the polynomial in $\mathcal{P}_{0}^{k+1}(K)$ satisfying

$$
\begin{equation*}
\left(\nabla \widetilde{u}_{h}, \nabla w\right)_{K}=\left(z_{h}, w\right)_{K}-\left\langle w, \widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}\right\rangle_{\partial K} \quad \forall w \in \mathcal{P}_{0}^{k+1}(K) \tag{2.15c}
\end{equation*}
$$

Here $\mathcal{P}_{0}^{k+1}(K)$ is the set of polynomials in $\mathcal{P}^{k+1}(K)$ with zero mean.
We have the following result.
Theorem 2.4. Under the same assumption as in Theorem 2.2, we have

$$
\left\|u-u_{h}^{\star}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C \mathcal{C} h^{k+\min \{k+1 / 2,2\}} .
$$

Notice that all our results above are stated for $k \geq 1$. We show results for the case $k=0$ in the Extensions section since the proof is more delicate.

We note that many of the results in the following section hold for $k \geq 0$. When we assume that $k \geq 1$ we will explicitly state it.

## 3. Proof of the error estimates

In this section, we prove all the error estimates of Section 2. Since the analysis is quite involved, let us sketch its main steps. We begin by introducing a projection which will play a key role in our analysis, $(\boldsymbol{\Pi}, \mathbb{P})$. We then use energy-like arguments to obtain preliminary estimates for $\boldsymbol{\Pi}\left(\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right), \boldsymbol{\Pi}\left(\boldsymbol{q}-\boldsymbol{q}_{h}\right)$ and $\mathbb{P}\left(z-z_{h}\right)$; a duality argument is then used to get a first estimate of $\mathbb{P}\left(u-u_{h}\right)$. Finally, we conclude by using approximation properties of the projection $(\boldsymbol{\Pi}, \mathbb{P})$. Let us point out that the estimate of $\mathbb{P}\left(z-z_{h}\right)$ turned out to be the most delicate. It needed the introduction of an auxiliary SFH approximation of a second-order elliptic problem as well as pointwise estimates error estimates presented in Appendix II. The boundary conditions we considered here are the root of this technical difficulty.
3.1. Preliminaries: The projection $(\boldsymbol{\Pi}, \mathbb{P})$. In this subsection, we recall the definition of the projection

$$
(\boldsymbol{\Pi}, \mathbb{P}): \boldsymbol{H}^{1}\left(\Omega_{h}\right) \times H^{1}\left(\Omega_{h}\right) \rightarrow \boldsymbol{V}_{h} \times W_{h}
$$

introduced and studied in [10].
Given a function $\boldsymbol{\rho} \in \boldsymbol{H}^{1}\left(\Omega_{h}\right)$ and an arbitrary simplex $K \in \Omega_{h}$, the restriction of $\boldsymbol{\Pi} \boldsymbol{\rho}$ to $K$ is defined as the element of $\mathfrak{P}^{k}(K)$ that satisfies

$$
\begin{align*}
(\boldsymbol{\Pi} \boldsymbol{\rho}-\boldsymbol{\rho}, \boldsymbol{v})_{K}=0, & \forall \boldsymbol{v} \in \mathfrak{P}^{k-1}(K), \text { if } k \geq 1  \tag{3.16a}\\
\langle(\boldsymbol{\Pi} \boldsymbol{\rho}-\boldsymbol{\rho}) \cdot \boldsymbol{n}, \omega\rangle_{e}=0, & \forall \omega \in \mathcal{P}^{k}(e) \text { and } e \neq e_{K}^{\tau} \tag{3.16b}
\end{align*}
$$

Similarly, given a function $\eta \in H^{1}\left(\Omega_{h}\right)$ and an arbitrary simplex $K \in \Omega_{h}$, the restriction of $\mathbb{P}(\eta)$ to $K$ is defined as the element of $\mathcal{P}^{k}(K)$ that satisfies

$$
\begin{align*}
(\mathbb{P} \eta-\eta, \mathrm{w})_{K}=0, & \forall \mathrm{w} \in \mathcal{P}^{k-1}(K), \text { if } k \geq 1,  \tag{3.17a}\\
\langle\mathbb{P} \eta-\eta, \omega\rangle_{e_{K}^{\tau}}=0, & \forall \omega \in \mathcal{P}^{k}\left(e_{K}^{\tau}\right) \tag{3.17b}
\end{align*}
$$

A key property of these projections which will be constantly used in the analysis is contained in the following result which can be deduced from property (iii) of Proposition in [10].

Proposition 3.1. We have

$$
\left\langle\mathbb{P} \eta-\mathrm{P}_{\partial} \eta, \boldsymbol{\Pi} \boldsymbol{\rho} \cdot \boldsymbol{n}-\mathrm{P}_{\partial} \boldsymbol{\rho} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}=0
$$

for all $(\boldsymbol{\rho}, \eta) \in \boldsymbol{H}^{1}\left(\Omega_{h}\right) \times H^{1}\left(\Omega_{h}\right)$.
3.2. The error equations. As it is customary, we begin by displaying the error equations we are going to use in the analysis. So, from the equations satisfied by the exact solution, (2.2), and those satisfied by the numerical approximation, (2.4), we obtain

$$
\begin{aligned}
\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\rho}\right)_{\Omega_{h}}-\left(\boldsymbol{e}_{z}, \nabla \cdot \boldsymbol{\rho}\right)_{\Omega_{h}}+\left\langle z-\widehat{z}_{h}, \boldsymbol{\rho} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} & =0 \\
-\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \nabla \eta\right)_{\Omega_{h}}+\left\langle\left(\boldsymbol{\sigma}-\widehat{\boldsymbol{\sigma}}_{h}\right) \cdot \boldsymbol{n}, \eta\right\rangle_{\partial \Omega_{h}} & =0 \\
\left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{v}\right)_{\Omega_{h}}-\left(\boldsymbol{e}_{u}, \nabla \cdot \boldsymbol{v}\right)_{\Omega_{h}}+\left\langle u-\widehat{u}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} & =0, \\
-\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla \omega\right)_{\Omega_{h}}+\left\langle\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \omega\right\rangle_{\partial \Omega_{h}} & =\left(\boldsymbol{e}_{z}, \omega\right)_{\Omega_{h}} \\
\left\langle\left(\boldsymbol{\sigma}-\widehat{\boldsymbol{\sigma}}_{h}\right) \cdot \boldsymbol{n}, \mu\right\rangle_{\partial \Omega_{h}} & =0 \\
\left\langle\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \chi\right\rangle_{\partial \Omega_{h}} & =0,
\end{aligned}
$$

for all $(\boldsymbol{\rho}, \eta, \boldsymbol{v}, \omega, \mu, \chi) \in \boldsymbol{V}_{h} \times W_{h} \times \boldsymbol{V}_{h} \times W_{h} \times M_{h}^{0} \times M_{h}$, where we set $e_{p}=p-p_{h}$, for $p=u, \boldsymbol{q}, z$ and $\boldsymbol{\sigma}$.

Using the orthogonality property of $\mathbb{P},(3.17 \mathrm{a})$, and that of $\boldsymbol{\Pi},(3.16 \mathrm{a})$, we obtain, after some simple algebraic manipulations

$$
\begin{aligned}
\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\rho}\right)_{\Omega_{h}}-\left(\boldsymbol{e}_{z}, \nabla \cdot \boldsymbol{\rho}\right)_{\Omega_{h}}+\left\langle z-\widehat{z}_{h}, \boldsymbol{\rho} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} & =0, \\
-\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \nabla \eta\right)_{\Omega_{h}}+\left\langle\left(\boldsymbol{\sigma}-\widehat{\boldsymbol{\sigma}}_{h}\right) \cdot \boldsymbol{n}, \eta\right\rangle_{\partial \Omega_{h}} & =0 \\
\left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{v}\right)_{\Omega_{h}}-\left(\mathbb{P} \boldsymbol{e}_{u}, \nabla \cdot \boldsymbol{v}\right)_{\Omega_{h}}+\left\langle u-\widehat{u}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} & =0, \\
-\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}, \nabla \omega\right)_{\Omega_{h}}+\left\langle\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \omega\right\rangle_{\partial \Omega_{h}} & =\left(\boldsymbol{e}_{z}, \omega\right)_{\Omega_{h}}, \\
\left\langle\left(\boldsymbol{\sigma}-\widehat{\boldsymbol{\sigma}}_{h}\right) \cdot \boldsymbol{n}, \mu\right\rangle_{\partial \Omega_{h}} & =0, \\
\left\langle\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \chi\right\rangle_{\partial \Omega_{h}} & =0,
\end{aligned}
$$

for all $(\boldsymbol{\rho}, \eta, \boldsymbol{v}, \omega, \mu, \chi) \in \boldsymbol{V}_{h} \times W_{h} \times \boldsymbol{V}_{h} \times W_{h} \times M_{h}^{0} \times M_{h}$.
Finally, after integrating by parts and using the definition of the projections $\mathrm{P}_{\partial}$, (2.6), we get the form of the error equations we are going to use:

$$
\begin{align*}
\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\rho}\right)_{\Omega_{h}}-\left(\mathbb{P} \boldsymbol{e}_{z}, \nabla \cdot \boldsymbol{\rho}\right)_{\Omega_{h}}+\left\langle z-\widehat{z}_{h}, \boldsymbol{\rho} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} & =0  \tag{3.18a}\\
\left(\nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \eta\right)_{\Omega_{h}}+\left\langle\left(\mathrm{P} \partial \boldsymbol{\sigma}-\widehat{\boldsymbol{\sigma}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}, \eta\right\rangle_{\partial \Omega_{h}} & =0  \tag{3.18b}\\
\left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{v}\right)_{\Omega_{h}}-\left(\mathbb{P} \boldsymbol{e}_{u}, \nabla \cdot \boldsymbol{v}\right)_{\Omega_{h}}+\left\langle u-\widehat{u}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} & =0,  \tag{3.18c}\\
\left(\nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}, \omega\right)_{\Omega_{h}}+\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \omega\right\rangle_{\partial \Omega_{h}} & =\left(\boldsymbol{e}_{z}, \omega\right)_{\Omega_{h}},  \tag{3.18d}\\
\left\langle\left(\boldsymbol{\sigma}-\widehat{\boldsymbol{\sigma}}_{h}\right) \cdot \boldsymbol{n}, \mu\right\rangle_{\partial \Omega_{h}} & =0,  \tag{3.18e}\\
\left\langle\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \chi\right\rangle_{\partial \Omega_{h}} & =0, \tag{3.18f}
\end{align*}
$$

for all $(\boldsymbol{\rho}, \eta, \boldsymbol{v}, \omega, \mu, \chi) \in \boldsymbol{V}_{h} \times W_{h} \times \boldsymbol{V}_{h} \times W_{h} \times M_{h}^{0} \times M_{h}$.
3.3. Some properties of $\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}$. We begin our analysis by obtaining a few simple properties of the error in $\boldsymbol{\sigma}$. They follow directly from the error equation (3.18b) and the special choice of the stabilization parameter $\tau,(2.7)$.

Lemma 3.2. For each simplex $K \in \Omega_{h}$, we have that,

$$
\begin{equation*}
\left(\widehat{\boldsymbol{\sigma}}_{h}-\boldsymbol{\sigma}_{h}\right) \cdot \boldsymbol{n}=\tau\left(z_{h}-\widehat{z}_{h}\right)=\mathrm{P}_{\partial} \boldsymbol{\sigma} \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{\sigma} \cdot \boldsymbol{n} \quad \text { on } \partial K . \tag{3.19}
\end{equation*}
$$

Moreover, $\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \in H(\operatorname{div}, \Omega)$ and

$$
\begin{equation*}
\nabla \cdot \Pi e_{\sigma}=0 \tag{3.20}
\end{equation*}
$$

Proof. Setting $\mathbf{Z}:=\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}$ and $\mathrm{w}:=\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\widehat{\boldsymbol{\sigma}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}$, we can see that the error equation (3.18b), becomes

$$
(\nabla \cdot \mathbf{Z}, \eta)_{K}+\langle\mathbf{w}, \eta\rangle_{\partial K}=0 \quad \forall \eta \in \mathcal{P}^{k}(K)
$$

Note that $\mathbf{Z} \in \mathcal{P}^{k}(K),\left.\mathbf{w}\right|_{e_{K}^{\tau}} \in \mathcal{P}^{k}\left(e_{K}^{\tau}\right)$, and that, on any face on $\partial K \backslash e_{K}^{\tau}$,

$$
\mathrm{w}=\mathrm{P}_{\partial} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}=0
$$

by definition of $\widehat{\boldsymbol{\sigma}}_{h},(2.5 \mathrm{~d})$, by definition of $\tau$, (2.7), and by the orthogonality property of $\boldsymbol{\Pi},(3.16 b)$. In Lemma 3.1 in [10], it was shown that this implies that $\left.\mathbf{w}\right|_{\partial K}=0$ and that $\nabla \cdot \mathbf{Z}=0$, that is, that (3.19) and (3.20) hold.

To see that $\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \in H(\operatorname{div}, \Omega)$, we note that, on any interior face of normal $\boldsymbol{n}$,

$$
\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}=\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right) \cdot \boldsymbol{n}=\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\widehat{\boldsymbol{\sigma}}_{h}\right) \cdot \boldsymbol{n}
$$

by (3.19), and the result follows because the normal component of $\widehat{\sigma}_{h}$ is single valued by the error equation (3.18e). This completes the proof.
3.4. A first estimate of $\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}$. In what follows, we are going to be using the following seminorms for functions $\xi \in L^{2}\left(\partial \Omega_{h}\right)$ :

$$
\begin{aligned}
\|\xi\|_{L^{2}\left(\partial \Omega_{h} ; \rho\right)}: & :\left(\sum_{e_{K}^{\tau} \subset \partial \Omega_{h}} \rho\|\xi\|_{L^{2}\left(e_{K}^{\tau}\right)}^{2}\right)^{1 / 2} \\
\|\xi\|_{L^{2}(\partial \Omega ; \rho)}: & =\left(\sum_{e_{K}^{\tau} \subset \partial \Omega} \rho\|\xi\|_{L^{2}\left(e_{K}^{\tau}\right)}^{2}\right)^{1 / 2}
\end{aligned}
$$

where $\left.\rho\right|_{e_{K}^{\tau}} \geq 0$ for all $K \in \Omega_{h}$. We are now ready to obtain a first estimate of the quantity $\Pi e_{\boldsymbol{\sigma}}$. It is stated in terms of the following quantity:

$$
\kappa_{\partial \Omega}:=\max _{K \in \Omega_{h}: \bar{K} \cap \partial \Omega \neq \emptyset}\left(h_{K}^{-1} \tau_{K}^{-1}\right) .
$$

Lemma 3.3. We have that

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & \|\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}+C h^{-1}\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& +C \kappa \partial \Omega
\end{aligned}
$$

Proof. Taking $\boldsymbol{\rho}:=\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}$ in the error equation (3.18a), we obtain

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} & =\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}+\left(\mathbb{P} e_{z}, \nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}-\left\langle z-\widehat{z}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
& =\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}-\left\langle z-\widehat{z}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}
\end{aligned}
$$

since, by Lemma 3.2, $\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \in H(\operatorname{div}, \Omega)$ and $\nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}=0$. Now, by the assumption (2.8), each of the faces $e$ lying on $\partial \Omega$ coincides with a face $e_{K}^{\tau}$ for some $K \in \Omega_{h}$, we can write that

$$
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}=\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}-\sum_{e_{K}^{\tau} \subset \partial \Omega}\left\langle z-\widehat{z}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}},
$$

and, by the orthogonality property of $\mathbb{P}(3.17 \mathrm{~b})$, that

$$
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}=\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}-\sum_{e_{K}^{\tau} \subset \partial \Omega}\left\langle\mathbb{P} z-\widehat{z}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}}
$$

We now use the identity for $\widehat{z}_{h}$ given in (3.19), to get

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & \left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}-\sum_{e_{K}^{\tau} \subset \partial \Omega}\left\langle\mathbb{P} e_{z}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}} \\
& -\sum_{e_{K}^{\tau} \subset \partial \Omega}\left\langle\tau_{K}^{-1}\left(\mathrm{P}_{\partial} \sigma-\boldsymbol{\Pi} \sigma\right) \cdot \boldsymbol{n}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}}
\end{aligned}
$$

and then weighted Cauchy-Schwarz inequalities, to obtain

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq & \|\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\left\|\mathbb{P} e_{z}\right\|_{L^{2}(\partial \Omega ; 1 / h)}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)} \\
& +\kappa \partial \Omega
\end{aligned}\left\|\left(\mathrm{P}_{\partial} \sigma-\boldsymbol{\Pi} \sigma\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)} .
$$

The estimate now follows after the application of a standard inverse inequality. This completes the proof.
3.5. A first estimate of $\Pi e_{\boldsymbol{q}}$. Next, we obtain a preliminary estimate of $\Pi e_{\boldsymbol{q}}$. To state it, we need to introduce the following quantity:

$$
\kappa_{\Omega}:=\max _{K \in \Omega_{h}}\left(\tau_{K}^{-1} h_{K}^{-1}\right)
$$

Lemma 3.4. We have

$$
\begin{aligned}
&\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)}^{2} \\
& \leq C\left(\|\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\left\|\boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}\right. \\
&\left.\quad+\kappa_{\Omega}\left\|\left(\boldsymbol{\Pi} \boldsymbol{q}-\mathrm{P}_{\partial} \boldsymbol{q}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)}^{2}\right)
\end{aligned}
$$

Proof. Taking $\boldsymbol{v}:=\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}$ in the error equation (3.18c), we obtain that

$$
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}=\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}-\left\langle u-\widehat{u}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left(\mathbb{P} \boldsymbol{e}_{u}, \nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}
$$

and taking $\omega:=\mathbb{P} \boldsymbol{e}_{u}$ in the error equation (3.18d), that

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & \left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{e}_{z}, \mathbb{P} \boldsymbol{e}_{u}\right)_{\Omega_{h}}-\left\langle u-\widehat{u}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
& -\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \boldsymbol{e}_{u}\right\rangle_{\partial \Omega_{h}}
\end{aligned}
$$

Let us work on the last two terms of the above right-hand side. We have

$$
\begin{aligned}
T & :=-\left\langle u-\widehat{u}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}-\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \boldsymbol{e}_{u}\right\rangle_{\partial \Omega_{h}} \\
& =\left\langle u-\widehat{u}_{h}-\mathbb{P} \boldsymbol{e}_{u},\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}-\left\langle\mathrm{P}_{\partial} u-\widehat{u}_{h},\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
& =\left\langle u-\widehat{u}_{h}-\mathbb{P} \boldsymbol{e}_{u},\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}
\end{aligned}
$$

by the error equation (3.18f). Hence

$$
\begin{aligned}
T= & \left\langle\left(\mathrm{P}_{\partial} u-\mathbb{P} u\right)+\left(u_{h}-\widehat{u}_{h}\right),\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}+\left(\boldsymbol{q}_{h}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
= & \left\langle\mathrm{P}_{\partial} u-\mathbb{P} u,\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left\langle\mathrm{P}_{\partial} u-\mathbb{P} u,\left(\boldsymbol{q}_{h}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
& +\left\langle u_{h}-\widehat{u}_{h},\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left\langle u_{h}-\widehat{u}_{h},\left(\boldsymbol{q}_{h}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} .
\end{aligned}
$$

The first term of the above right-hand side is equal to zero by Proposition 3.1. The second term is also equal to zero by the definition of the numerical flux $\widehat{\boldsymbol{q}}_{h},(2.5 \mathrm{c})$, the definition of $\tau,(2.7)$, and the orthogonality property $(3.17 \mathrm{~b})$ of the projection $\mathbb{P}$. Hence, we get

$$
\begin{aligned}
T & =\left\langle u_{h}-\widehat{u}_{h},\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left\langle u_{h}-\widehat{u}_{h},\left(\boldsymbol{q}_{h}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
& =\left\langle u_{h}-\widehat{u}_{h},\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}-\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)}^{2} \\
& =\sum_{K \in \Omega_{h}}\left\langle u_{h}-\widehat{u}_{h},\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}}-\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)}^{2},
\end{aligned}
$$

by the orthogonality property of the projection $\Pi$, (3.16b). The result now easily follows after straightforward applications of Cauchy-Schwarz and Young's inequalities. This completes the proof.
3.6. A first estimate of $\mathbb{P} \boldsymbol{e}_{z}$. Estimating $\mathbb{P} \boldsymbol{e}_{z}$ turns out to be considerably more involved than obtaining the previous estimates. We are going thus to proceed in three steps.

Step 1: An identity for $\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}$. We begin by obtaining an expression for the $L^{2}$-norm of $\mathbb{P} \boldsymbol{e}_{z}$.

## Lemma 3.5.

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& +\sum_{K \in \Omega_{h}} \tau_{K}^{-1}\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n},\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\mathrm{P}_{\partial} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}} \\
& -\sum_{K \in \Omega_{h}}\left\langle\left(u_{h}-\widehat{u}_{h}\right) \cdot \boldsymbol{n},\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\mathrm{P}_{\partial} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}} .
\end{aligned}
$$

Proof. Taking $\omega:=\mathbb{P} \boldsymbol{e}_{z}$ in the error equation (3.18d), we obtain that

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}+\left(\nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}} \\
& +\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \boldsymbol{e}_{z}\right\rangle_{\partial \Omega_{h}}
\end{aligned}
$$

and taking $\boldsymbol{\rho}=\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}$ in the error equation (3.18a), that

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}} \\
& +\left\langle z-\widehat{z}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \boldsymbol{e}_{z}\right\rangle_{\partial \Omega_{h}}
\end{aligned}
$$

Finally, taking $\boldsymbol{v}=\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}$ in the error equation (3.18c), and using the fact that, by Lemma $3.2, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}$ is in $H(\operatorname{div}, \Omega)$ and that $\nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}=0$, we get

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& +\left\langle z-\widehat{z}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \boldsymbol{e}_{z}\right\rangle_{\partial \Omega_{h}} \\
= & -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& +\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \boldsymbol{e}_{z}-\left(z-\widehat{z}_{h}\right)\right\rangle_{\partial \Omega_{h}} \\
& +\left\langle\mathrm{P}_{\left.\partial z-\widehat{z}_{h},\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}}=\right. \\
& -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& +\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}-\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \boldsymbol{e}_{z}-\left(z-\widehat{z}_{h}\right\rangle_{\partial \Omega_{h}}\right.
\end{aligned}
$$

by the error equation (3.18f). Rewriting the last term of the above right-hand side, we obtain

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& +\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \widehat{z}_{h}-z_{h}\right\rangle_{\partial \Omega_{h}}+\left\langle\left(\boldsymbol{q}_{h}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \widehat{z}_{h}-z_{h}\right\rangle_{\partial \Omega_{h}} \\
& +\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \mathbb{P} z-\mathrm{P}_{\partial} z\right\rangle_{\partial \Omega_{h}}+\left\langle\left(\boldsymbol{q}_{h}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \mathbb{P} z-\mathrm{P}_{\partial} z\right\rangle_{\partial \Omega_{h}} .
\end{aligned}
$$

The before-the-last term of the above right-hand side is equal to zero by Proposition 3.1 and the last by the definition of the numerical trace $\widehat{\boldsymbol{q}}_{h},(2.5 \mathrm{c})$, the definition of $\tau$, (2.7), and the orthogonality property of the projection $\mathbb{P},(3.17 \mathrm{~b})$. As a consequence, we have that

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& +\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \widehat{z}_{h}-z_{h}\right\rangle_{\partial \Omega_{h}}+\left\langle\left(\boldsymbol{q}_{h}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \widehat{z}_{h}-z_{h}\right\rangle_{\partial \Omega_{h}} \\
= & -\left(z-\mathbb{P} z, \mathbb{P} \boldsymbol{e}_{z}\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& +\sum_{K \in \Omega_{h}}\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \widehat{z}_{h}-z_{h}\right\rangle_{e_{K}^{\tau}} \\
& -\sum_{K \in \Omega_{h}} \tau_{K}\left\langle\widehat{u}_{h}-u_{h}, \widehat{z}_{h}-z_{h}\right\rangle_{e_{K}^{\tau}},
\end{aligned}
$$

by the orthogonality property projection $\boldsymbol{\Pi}$ (3.16) and by the definition of the numerical trace $\widehat{\boldsymbol{q}}_{h},(2.5 \mathrm{c})$. The result now follows by using the identity for $\widehat{z}_{h}$ (3.19). This completes the proof.

Step 2: An identity for the $\operatorname{term}\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}$. If we use a simple Cauchy-Schwarz inequality to estimate the term $\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}$, we would lose a factor $h^{1 / 2}$. To prevent this, we make use of the auxiliary approximation of $\boldsymbol{q}, \tilde{\boldsymbol{q}}_{h}$, we define next.

The function $\left(\tilde{\boldsymbol{q}}_{h}, \tilde{u}_{h}, \widehat{\tilde{u}}_{h}\right)$ is the element of $V_{h} \times W_{h} \times M_{h}$ satisfying the equations

$$
\begin{align*}
\left(\tilde{\boldsymbol{q}}_{h}, \boldsymbol{v}\right)_{\Omega_{h}}-\left(\tilde{u}_{h}, \nabla \cdot \boldsymbol{v}\right)_{\Omega_{h}}+ & \left\langle\left\langle\widehat{\tilde{u}}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}=0\right.  \tag{3.21a}\\
-\left(\tilde{\boldsymbol{q}}_{h}, \nabla \omega\right)_{\Omega_{h}}+ & \left\langle\widehat{\tilde{\boldsymbol{q}}}_{h} \cdot \boldsymbol{n}, \omega\right\rangle_{\partial \Omega_{h}}=(z, \omega)_{\Omega_{h}},  \tag{3.21b}\\
& \left\langle\left\langle\widehat{\tilde{\boldsymbol{q}}}_{h} \cdot \boldsymbol{n}, \chi\right\rangle_{\partial \Omega_{h}}=0,\right. \tag{3.21c}
\end{align*}
$$

for every $(\boldsymbol{v}, \omega, \mu) \in V_{h} \times W_{h} \times M_{h}^{0}$. Here

$$
\begin{equation*}
\widehat{\tilde{\boldsymbol{q}}}_{h}=\tilde{\boldsymbol{q}}_{h}+\tau\left(\tilde{u}_{h}-\widehat{\tilde{u}}_{h}\right) \boldsymbol{n}, \quad \text { and } \quad \widehat{\tilde{u}}_{h}=\mathrm{P}_{\partial} g \quad \text { on } \partial \Omega . \tag{3.21d}
\end{equation*}
$$

We are going to the properties of this function gathered in the following result; see [10] for the proof.

Proposition 3.6. We have that $\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h} \in H(\operatorname{div}, \Omega)$ and $\nabla \cdot\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right)=0$.
Lemma 3.7. We have

$$
\begin{aligned}
\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} e_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}= & \left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\right)_{\Omega_{h}}+\left\langle\mathbb{P} e_{z},\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
& +\sum_{e_{K}^{\tau} \subset \partial \Omega} \tau_{K}^{-1}\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}}
\end{aligned}
$$

Proof. We have

$$
\begin{aligned}
T & :=\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& =\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}+\left(\tilde{\boldsymbol{q}}_{h}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}} \\
& =\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}+\left(\tilde{u}_{h}-u, \nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}-\left\langle\widehat{\tilde{u}}_{h}-u, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}
\end{aligned}
$$

by the first equation defining $\tilde{\boldsymbol{q}}_{h}$ with $\boldsymbol{v}:=\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}$, (3.21a), and since $\boldsymbol{q}=-\nabla u$ by the equation (2.2d). Now, since by Lemma 3.2, $\nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}=0$ and $\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \in H(d i v, \Omega)$, we obtain that

$$
\begin{aligned}
T & =\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}-\left\langle\widehat{\tilde{u}}_{h}-u, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
& =\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}
\end{aligned}
$$

by the definition of the numerical trace $\widehat{\tilde{u}}_{h}$ on $\partial \Omega_{h}$. Therefore, by the error equation (3.18a) with $\boldsymbol{\rho}:=\boldsymbol{\Pi} \boldsymbol{q}_{h}-\tilde{\boldsymbol{q}}_{h}$, we get

$$
T=\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\right)_{\Omega_{h}}+\left\langle z-\widehat{z}_{h},\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}
$$

since, by Proposition 3.6, $\nabla \cdot\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right)=0$ and $\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h} \in H(\operatorname{div}, \Omega)$. Now, by property $(3.17 \mathrm{~b})$ of the projection $\mathbb{P}$,

$$
\begin{aligned}
T= & \left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\right)_{\Omega_{h}}+\left\langle\mathbb{P} z-\widehat{z}_{h},\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
= & \left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\right)_{\Omega_{h}}+\left\langle\mathbb{P} z-z_{h},\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
& +\left\langle z_{h}-\widehat{z}_{h},\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
= & \left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}, \boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\right)_{\Omega_{h}}+\left\langle\mathbb{P} e_{z},\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
& +\sum_{e_{K}^{\tau} \subset \partial \Omega} \tau_{K}^{-1}\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}},
\end{aligned}
$$

by the identity (3.19). This completes the proof.
Step 3: Estimating $\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}$.
The preliminary estimate of $\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}$ is contained in the following result.
Corollary 3.8. Let $l(k)=\log \left(\frac{1}{h}\right)$ if $k=0$ and $l(k)=1$ otherwise. Then,

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq & \|z-\mathbb{P} z\|_{L^{2}\left(\Omega_{h}\right)}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}+\|\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\|\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)} \\
+ & C\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} \times \\
& \left(h^{-1 / 2}\|\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\|_{L^{\infty}\left(\Omega_{h}\right)}+l(k) h^{1 / 2}\|\nabla \cdot(\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q})\|_{L^{\infty}\left(\Omega_{h}\right)}\right) \\
+ & C \kappa_{\partial \Omega}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)}\|\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\kappa_{\Omega}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)}\left\|\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\mathrm{P}_{\partial} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)} \\
& +\kappa_{\Omega}^{1 / 2}\left\|u_{h}-\widehat{u}_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)}\left\|\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\mathrm{P}_{\partial} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)}
\end{aligned}
$$

To prove this corollary, we need two key estimates contained in the following result.

Proposition 3.9. We have

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq\|\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)} \\
\left\|\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right\|_{L^{\infty}\left(\Omega_{h}\right)} & \leq C\left(\|\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\|_{L^{\infty}\left(\Omega_{h}\right)}+l(k) h\|\nabla \cdot(\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q})\|_{L^{\infty}\left(\Omega_{h}\right)}\right) .
\end{aligned}
$$

The first estimates was proven in [10]. The second is proven in the Appendix II; see Theorem 6.3. We are now ready to prove Corollary 3.8.

Proof. Applying weighted Cauchy-Schwarz inequalities to the identity of Lemma 3.5, we obtain

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq & \|z-\mathbb{P} z\|_{L^{2}\left(\Omega_{h}\right)}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}+\|\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\left|\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}\right| \\
& +\kappa_{\Omega}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)}\left\|\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\mathrm{P}_{\partial} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)} \\
& +\kappa_{\Omega}^{1 / 2}\left\|u_{h}-\widehat{u}_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)}\left\|\left(\boldsymbol{\Pi} \boldsymbol{\sigma}-\mathrm{P}_{\partial} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)}
\end{aligned}
$$

We now use the expression of the third term of the above right-hand given by the identity of Lemma 3.7 to obtain

$$
\begin{aligned}
\left|\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}\right| \leq & \left\|\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)} \\
& +C\left\|\mathbb{P} e_{z}\right\|_{L^{2}(\partial \Omega)}\left\|\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\|_{L^{\infty}(\partial \Omega)} \\
& +\kappa \partial \Omega\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)}\left\|\left(\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)} \\
\leq & \left\|\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)} \\
& +C\left\|\mathbb{P} e_{z}\right\|_{L^{2}(\partial \Omega)}\left\|\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right\|_{L^{\infty}\left(\Omega_{h}\right)} \\
& +C \kappa \partial \Omega\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)}\left\|\boldsymbol{\Pi} \boldsymbol{q}-\tilde{\boldsymbol{q}}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)},
\end{aligned}
$$

by a standard inverse inequality. Finally, using the estimates of Proposition 3.9, we obtain that

$$
\begin{aligned}
\left|\left(\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right)_{\Omega_{h}}\right| \leq & \|\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\Pi} \boldsymbol{\sigma}-\boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)} \\
+ & C\left\|\mathbb{P} e_{\boldsymbol{z}}\right\|_{L^{2}(\partial \Omega)} \times \\
& \left(\|\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\|_{L^{\infty}\left(\Omega_{h}\right)}+l(k) h\|\nabla \cdot(\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q})\|_{L^{\infty}\left(\Omega_{h}\right)}\right) \\
+ & C \kappa \partial \Omega\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)}\|\boldsymbol{\Pi} \boldsymbol{q}-\boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)},
\end{aligned}
$$

and the result follows by using an inverse inequality. This completes the proof.
3.7. A first estimate of $\mathbb{P} e_{u}$. To obtain the estimate of $\mathbb{P} e_{u}$, we begin by obtaining the following result.

Lemma 3.10. We have

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & \left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\right)_{\Omega_{h}}+\sum_{K \in \Omega_{h}}\left\langle\widehat{u}_{h}-u_{h},\left(\mathrm{P}_{\partial} \boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}} \\
& -(\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}, \nabla(\mathbb{P} \xi-\xi))_{\Omega_{h}}-\left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}} \\
& +(\nabla(z-\mathbb{P} z), \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})_{\Omega_{h}} \\
& -\sum_{K \in \Omega_{h}} \tau_{K}^{-1}\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\mathrm{P}_{\partial} \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}} \\
& -(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \boldsymbol{\Pi} \boldsymbol{\psi}-\boldsymbol{\psi})_{\Omega_{h}}+(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \nabla(\varphi-\mathbb{P} \varphi))_{\Omega_{h}} \\
& -\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\Pi} \boldsymbol{\psi}-\boldsymbol{\psi}\right)_{\Omega_{h}}
\end{aligned}
$$

Proof. By the adjoint equation (2.13b) with $\eta:=\mathbb{P} \boldsymbol{e}_{u}$, we have that
$\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}=\left(\mathbb{P} \boldsymbol{e}_{u}, \nabla \cdot \boldsymbol{\zeta}\right)_{\Omega_{h}}$

$$
=\left(\mathbb{P} \boldsymbol{e}_{u}, \nabla \cdot \boldsymbol{\Pi} \boldsymbol{\zeta}\right)_{\Omega_{h}}+\left(\mathbb{P} \boldsymbol{e}_{u}, \nabla \cdot(\boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta})\right)_{\Omega_{h}}
$$

$$
=\left(\mathbb{P} \boldsymbol{e}_{u}, \nabla \cdot \boldsymbol{\Pi} \boldsymbol{\zeta}\right)_{\Omega_{h}}+\left\langle\mathbb{P} \boldsymbol{e}_{u},(\boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}
$$

after integrating by parts and using the orthogonality property (3.16a) of the projection $\boldsymbol{\Pi}$. Now, taking $\boldsymbol{v}:=\boldsymbol{\Pi} \boldsymbol{\zeta}$ in the error equation (3.18c), we obtain that

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & \left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{\Pi} \boldsymbol{\zeta}\right)_{\Omega_{h}}+\left\langle u-\widehat{u}_{h}, \boldsymbol{\Pi} \boldsymbol{\zeta} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left\langle\mathbb{P} \boldsymbol{e}_{u},(\boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
= & \left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\right)_{\Omega_{h}}-\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla \xi\right)_{\Omega_{h}}+\left\langle u-\widehat{u}_{h}, \boldsymbol{\zeta} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
& +\left\langle\mathbb{P} \boldsymbol{e}_{u}-u+\widehat{u}_{h},(\boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}},
\end{aligned}
$$

by the adjoint equation (2.13a). Since $\mathrm{P}_{\partial} u-\widehat{u}_{h}$ and $\boldsymbol{\zeta}$ are single-valued, and since $\mathrm{P}_{\partial} u-\widehat{u}_{h}=0$ on $\partial \Omega$, we have

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} & =\left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\right)_{\Omega_{h}}-\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla \xi\right)_{\Omega_{h}}+\left\langle\mathbb{P} \boldsymbol{e}_{u}-u+\widehat{u}_{h},(\boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
& =\left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\right)_{\Omega_{h}}-\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla \xi\right)_{\Omega_{h}}+\left\langle\mathbb{P} u-u+\widehat{u}_{h}-u_{h},(\boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
& =\left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\right)_{\Omega_{h}}-\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla \xi\right)_{\Omega_{h}}+\left\langle\widehat{u}_{h}-u_{h},(\boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}},
\end{aligned}
$$

by Proposition 3.1. Hence

$$
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}=\left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\right)_{\Omega_{h}}+\sum_{K \in \Omega_{h}}\left\langle\widehat{u}_{h}-u_{h},\left(\mathrm{P}_{\partial} \boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}}-\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla \xi\right)_{\Omega_{h}}
$$

by the orthogonality property of the projection $\boldsymbol{\Pi}$ (3.16b).
Let us now work on the last term of the above right-hand side. We have

$$
\begin{aligned}
T & :=\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla \xi\right)_{\Omega_{h}} \\
& =\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla(\mathbb{P} \xi-\xi)\right)_{\Omega_{h}}-\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla \mathbb{P} \xi\right)_{\Omega_{h}} \\
& =\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla(\mathbb{P} \xi-\xi)\right)_{\Omega_{h}}-\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}, \nabla \mathbb{P} \xi\right)_{\Omega_{h}},
\end{aligned}
$$

by the orthogonality property (3.16a) of $\boldsymbol{\Pi}$. Integrating by parts, we get

$$
T=\left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla(\mathbb{P} \xi-\xi)\right)_{\Omega_{h}}+\left(\nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}, \mathbb{P} \xi\right)_{\Omega_{h}}-\left\langle\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \xi\right\rangle_{\partial \Omega_{h}}
$$

and by the error equation (3.18d) with $\omega:=\mathbb{P} \xi$,

$$
\begin{aligned}
T= & \left(\boldsymbol{e}_{\boldsymbol{q}}, \nabla(\mathbb{P} \xi-\xi)\right)_{\Omega_{h}}+\left(\boldsymbol{e}_{z}, \mathbb{P} \xi\right)_{\Omega_{h}}-\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \mathbb{P} \xi\right\rangle_{\partial \Omega_{h}} \\
= & (\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}, \nabla(\mathbb{P} \xi-\xi))_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}, \nabla(\mathbb{P} \xi-\xi)\right)_{\Omega_{h}} \\
& +\left(\boldsymbol{e}_{z}, \mathbb{P} \xi\right)_{\Omega_{h}}-\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \mathbb{P} \xi\right\rangle_{\partial \Omega_{h}} .
\end{aligned}
$$

Integrating by parts and using the orthogonality property of the projection $\mathbb{P}$, (3.17a) , we obtain

$$
\begin{aligned}
T= & (\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}, \nabla(\mathbb{P} \xi-\xi))_{\Omega_{h}}+\left\langle\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}} \cdot \boldsymbol{n}, \mathbb{P} \xi-\xi\right\rangle_{\partial \Omega_{h}} \\
& +\left(\boldsymbol{e}_{z}, \mathbb{P} \xi\right)_{\Omega_{h}}-\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \mathbb{P} \xi\right\rangle_{\partial \Omega_{h}} \\
= & (\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}, \nabla(\mathbb{P} \xi-\xi))_{\Omega_{h}}+\left(\boldsymbol{e}_{z}, \mathbb{P} \xi\right)_{\Omega_{h}} \\
& +\left\langle\left(\boldsymbol{\Pi} \boldsymbol{q}-\mathrm{P}_{\partial} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \mathbb{P} \xi-\xi\right\rangle_{\partial \Omega_{h}}-\left\langle\left(\boldsymbol{q}_{h}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \mathbb{P} \xi-\xi\right\rangle_{\partial \Omega_{h}} .
\end{aligned}
$$

The third term of the above right-hand side is equal to zero by Proposition 3.1 and the fourth by the definition of the numerical trace $\widehat{\boldsymbol{q}}_{h},(2.5 \mathrm{c})$, the definition of $\tau$, $(2.7)$, and the orthogonality property of the projection $\mathbb{P},(3.17 \mathrm{~b})$. We thus obtain that

$$
T=(\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}, \nabla(\mathbb{P} \xi-\xi))_{\Omega_{h}}+\left(\boldsymbol{e}_{z}, \mathbb{P} \xi\right)_{\Omega_{h}}
$$

Let us now work on the last term of the above identity. We have

$$
\begin{aligned}
U & :=\left(\boldsymbol{e}_{z}, \mathbb{P} \xi\right)_{\Omega_{h}} \\
& =\left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}}+\left(\boldsymbol{e}_{z}, \xi\right)_{\Omega_{h}} \\
& =\left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}}+\left(\boldsymbol{e}_{z}, \nabla \cdot(\boldsymbol{\psi}-\boldsymbol{\Pi} \psi)\right)_{\Omega_{h}}+\left(\boldsymbol{e}_{z}, \nabla \cdot \boldsymbol{\Pi} \psi\right)_{\Omega_{h}}
\end{aligned}
$$

by the adjoint equation (2.13d). Integrating by parts, we get

$$
\begin{aligned}
U= & \left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}}-\left(\nabla \boldsymbol{e}_{z}, \boldsymbol{\psi}-\boldsymbol{\Pi} \psi\right)_{\Omega_{h}} \\
& +\left\langle\boldsymbol{e}_{z},(\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left(\boldsymbol{e}_{z}, \nabla \cdot \boldsymbol{\Pi} \psi\right)_{\Omega_{h}} \\
= & \left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}}-(\nabla(z-\mathbb{P} z), \boldsymbol{\psi}-\boldsymbol{\Pi} \psi)_{\Omega_{h}} \\
& +\left\langle\boldsymbol{e}_{z},(\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left(\boldsymbol{e}_{z}, \nabla \cdot \boldsymbol{\Pi} \psi\right)_{\Omega_{h}}
\end{aligned}
$$

by the orthogonality property (3.16a) of $\boldsymbol{\Pi}$. Now, by the error equation (3.18a) with $\rho:=\Pi \psi$, we have

$$
\begin{aligned}
U= & \left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}}-(\nabla(z-\mathbb{P} z), \boldsymbol{\psi}-\boldsymbol{\Pi} \psi)_{\Omega_{h}} \\
& +\left\langle\boldsymbol{e}_{z},(\boldsymbol{\psi}-\boldsymbol{\Pi} \psi) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\Pi} \boldsymbol{\psi}\right)_{\Omega_{h}}+\left\langle z-\widehat{z}_{h}, \boldsymbol{\Pi} \boldsymbol{\psi} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}} \\
= & \left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}}-(\nabla(z-\mathbb{P} z), \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})_{\Omega_{h}} \\
& +\left\langle z_{h}-\widehat{z}_{h},(\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}+\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\Pi} \boldsymbol{\psi}\right)_{\Omega_{h}} \\
= & \left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}}-(\nabla(z-\mathbb{P} z), \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})_{\Omega_{h}} \\
& +\sum_{K \in \Omega_{h}} \tau_{K}^{-1}\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\mathrm{P}_{\partial} \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}}+\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\Pi} \boldsymbol{\psi}\right)_{\Omega_{h}}
\end{aligned}
$$

by the identity (3.19). Let us now work on the last term of the above right-hand side. We have

$$
\begin{aligned}
V:= & \left(e_{\boldsymbol{\sigma}}, \Pi \psi\right)_{\Omega_{h}} \\
= & (\sigma-\Pi \boldsymbol{\sigma}, \Pi \psi-\psi)_{\Omega_{h}}-(\sigma-\Pi \boldsymbol{\sigma}, \nabla \varphi)_{\Omega_{h}} \\
& +\left(\Pi e_{\boldsymbol{\sigma}}, \Pi \psi-\psi\right)_{\Omega_{h}}+\left(\Pi e_{\boldsymbol{\sigma}}, \nabla \varphi\right)_{\Omega_{h}}
\end{aligned}
$$

by the adjoint equation (2.13c). By the orthogonality property (3.16a) of $\boldsymbol{\Pi}$,

$$
\begin{aligned}
V= & (\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \boldsymbol{\Pi} \psi-\psi)_{\Omega_{h}}-(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \nabla(\varphi-\mathbb{P} \varphi))_{\Omega_{h}} \\
& +\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\Pi} \psi-\boldsymbol{\psi}\right)_{\Omega_{h}}+\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \nabla \varphi\right)_{\Omega_{h}} \\
= & (\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \boldsymbol{\Pi} \psi-\psi)_{\Omega_{h}}-(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \nabla(\varphi-\mathbb{P} \varphi))_{\Omega_{h}} \\
& +\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\Pi} \psi-\boldsymbol{\psi}\right)_{\Omega_{h}}
\end{aligned}
$$

since

$$
\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \nabla \varphi\right)_{\Omega_{h}}=-\left(\nabla \cdot \boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \varphi\right)_{\Omega_{h}}+\left\langle\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}} \cdot \boldsymbol{n}, \varphi\right\rangle_{\partial \Omega_{h}}=0
$$

by Lemma 3.2 and the boundary condition for $\varphi$ of the adjoint problem (2.13e). This completes the proof.

Now, a straightforward application of weighted Cauchy-Schwarz inequalities to the expression for $\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}$ given by Lemma 3.10 gives us the estimate we sought.

## Corollary 3.11.

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq & \left\|\boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\kappa_{\Omega}^{1 / 2}\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)} \\
& +\|\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)}\|\nabla(\mathbb{P} \xi-\xi)\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\left\|\boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}\|\mathbb{P} \xi-\xi\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\|\nabla(z-\mathbb{P} z)\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\kappa_{\Omega}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)} \\
& +\|\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\|\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}\|\nabla(\varphi-\mathbb{P} \varphi)\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\Pi} \boldsymbol{\psi}-\boldsymbol{\psi}\|_{L^{2}\left(\Omega_{h}\right)} .
\end{aligned}
$$

3.8. Final estimates. In this section we combine the intermediate error estimates to obtain the final estimates for all the variables. We are going to use the following approximation result.

Proposition 3.12. For any $(\boldsymbol{\rho}, \eta) \in \boldsymbol{H}^{k+1}\left(\Omega_{h}\right) \times H^{k+1}\left(\Omega_{h}\right)$ we have

$$
\begin{align*}
\left\|\boldsymbol{\Pi} \boldsymbol{\rho} \cdot \boldsymbol{n}-\mathrm{P}_{\partial} \boldsymbol{\rho} \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)} & \leq C h^{k+1}|\nabla \cdot \boldsymbol{\rho}|_{H^{k+1}\left(\Omega_{h}\right)},  \tag{3.22a}\\
\|\boldsymbol{\Pi} \boldsymbol{\rho}-\boldsymbol{\rho}\|_{L^{2}\left(\Omega_{h}\right)} & \leq C h^{k+1}|\nabla \cdot \boldsymbol{\rho}|_{H^{k+1}\left(\Omega_{h}\right)}  \tag{3.22b}\\
\|\boldsymbol{\Pi} \boldsymbol{\rho}-\boldsymbol{\rho}\|_{L^{\infty}\left(\Omega_{h}\right)} & \leq C h^{k+1}|\nabla \cdot \boldsymbol{\rho}|_{W^{k+1, \infty}\left(\Omega_{h}\right)},  \tag{3.22c}\\
\|\nabla \cdot(\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q})\|_{L^{\infty}\left(\Omega_{h}\right)} & \leq C h^{k+1}|\nabla \cdot \boldsymbol{\rho}|_{W^{k+1, \infty}\left(\Omega_{h}\right)},  \tag{3.22~d}\\
\|\mathbb{P} \eta-\eta\|_{L^{2}\left(\Omega_{h}\right)} & \leq C h^{k+1}|\nabla \eta|_{\boldsymbol{H}^{k+1}\left(\Omega_{h}\right)} \tag{3.22e}
\end{align*}
$$

where $C$ depends only on $k$ and the shape-regularity parameters of the simplex $K$.

These estimates can be proven as in [10].
So, from the estimates for $\left\|\Pi e_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)},\left\|\Pi e_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}$ and $\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}$, in Lemmas 3.3, 3.4 and 3.8, respectively, we get

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C \mathcal{C} h^{k+1}+C h^{-1}\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}, \\
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C\left(1+\kappa_{\Omega}^{1 / 2}\right) \mathcal{C} h^{k+1}+\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2}\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2} \\
\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \leq & C\left(1+\kappa_{\Omega}^{1 / 2}\right) \mathcal{C} h^{k+1}+\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2}\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2} \\
\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C\left(l(k)+h^{1 / 2} \kappa_{\Omega}^{1 / 2}\right) \mathcal{C} h^{k+1 / 2}+C\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& +C \kappa_{\Omega}^{1 / 2}\left\|u_{h}-\widehat{u}_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} .
\end{aligned}
$$

The remaining estimate requires a more careful handling. Indeed, from the estimate of $\left\|\mathbb{P} e_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}$ in Lemma 3.11, we get

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq & C h\left\|\boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}|\boldsymbol{\zeta}|_{\boldsymbol{H}^{1}\left(\Omega_{h}\right)} \\
& +C \kappa_{\Omega}^{1 / 2} h\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \boldsymbol{\tau}\right)}|\boldsymbol{\zeta}|_{\boldsymbol{H}^{1}\left(\Omega_{h}\right)} \\
& +C h^{\min \{k, 1\}}\|\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)}|\xi|_{H^{2}\left(\Omega_{h}\right)} \\
& +C h^{\min \{k, 1\}+1}\left\|\boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}|\xi|_{H^{2}\left(\Omega_{h}\right)} \\
& +C h^{\min \{k, 1\}+1}\|\nabla(z-\mathbb{P} z)\|_{L^{2}\left(\Omega_{h}\right)}|\boldsymbol{\psi}|_{H^{3}\left(\Omega_{h}\right)} \\
& +C h^{\min \{k, 2\}+1} \kappa \Omega\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)}|\boldsymbol{\psi}|_{H^{3}\left(\partial \Omega_{h} ; h\right)} \\
& +C h^{\min \{k, 1\}+1}\|\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}|\boldsymbol{\psi}|_{H^{3}\left(\Omega_{h}\right)} \\
& +C h^{\min \{k, 3\}}\|\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}|\varphi|_{H^{4}\left(\Omega_{h}\right)} \\
& +C h^{\min \{k, 2\}+1}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}|\boldsymbol{\psi}|_{H^{3}\left(\Omega_{h}\right)}
\end{aligned}
$$

and by the elliptic regularity estimate (2.12), we obtain

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C \mathcal{C}\left(1+\kappa_{\partial \Omega} h\right) h^{\min \{k, 1\}+k+1} \\
& +C h\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}+C \kappa_{\Omega}^{1 / 2} h\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \\
& +C h^{\min \{k, 1\}+1}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}+C h^{\min \{k, 2\}+1}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}
\end{aligned}
$$

We can immediately see that the optimal choice for $\kappa_{\Omega}$ is to be of order one. So, if we take $\left.\tau\right|_{K}$ to be of order $h_{K}^{-1}$ the above estimates become

$$
\begin{equation*}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C \mathcal{C} h^{k+1}+C h^{-1}\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} \tag{3.23}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C \mathcal{C} h^{k+1}+\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2}\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2} \tag{3.24}
\end{equation*}
$$

$\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \leq C \mathcal{C} h^{k+1}+\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2}\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2}$

$$
\begin{align*}
\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C \mathcal{C} l(k) h^{k+1 / 2}+C\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}+C\left\|u_{h}-\widehat{u}_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)},  \tag{3.26}\\
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C \mathcal{C} h^{\min \{k, 1\}+k+1}+C h\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}+C h\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \\
& +C h^{\min \{k, 1\}+1}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}+C h^{\min \{k, 2\}+1}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)} .
\end{align*}
$$

If we assume $k \geq 1$ and apply some simple algebraic manipulations, and if we assume that $h$ is small enough, we get

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} h^{k-1 / 2} \\
\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} h^{k+1} \\
\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} & \leq C \mathcal{C} h^{k+1} \\
\left\|\mathbb{P} e_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} h^{k+1 / 2} \\
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} h^{k+1+\min \{k-1 / 2,1\}} .
\end{aligned}
$$

The proof is now complete if we apply the triangle inequality. We would like to point out that since $h^{\min \{k, 2\}+1}\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}\right\|_{L^{2}\left(\Omega_{h}\right)}$ appears in the estimate of $\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}$ it was important that we assumed that $k \geq 1$. In fact, because of this term we were not able to get an estimate for $k=0$. In the Extension section we prove a different estimate for $\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}$ which will allow us to prove error estimates in the case $k=0$.
3.9. Proof of Theorems 2.2 and 2.3. If we now use the approximation properties of $\mathbb{P}$ and $\boldsymbol{\Pi}$ of Proposition 3.12, the estimates of Theorem 2.2 follow immediately. Note that the first estimate of Theorem 2.3 follows from the fact that $\left\|\mathrm{P}^{k-1} e_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}$. It remains to prove the second estimate of Theorem 2.3

The proof is similar to that of Theorem 2.8 in [10]. For each simplex $K$, we have that on the face $e_{K}^{\tau}$, by definition of the projection $\mathbb{P},(3.17)$,

$$
\begin{aligned}
\left\|\mathrm{P}_{\partial} u-\widehat{u}_{h}\right\|_{L^{2}\left(e_{K}^{\tau}\right)} & =\left\|\mathbb{P} u-\widehat{u}_{h}\right\|_{L^{2}\left(e_{K}^{\tau}\right)} \\
& \leq\left\|\mathbb{P} u-u_{h}\right\|_{L^{2}\left(e_{K}^{\tau}\right)}+\left\|u_{h}-\widehat{u}_{h}\right\|_{L^{2}\left(e_{K}^{\tau}\right)} .
\end{aligned}
$$

By using a classical inverse inequality, we can conclude that

$$
h_{K}^{1 / 2}\left\|\mathrm{P}_{\partial} u-\widehat{u}_{h}\right\|_{L^{2}\left(e_{K}^{\tau}\right)} \leq C\left(\left\|\mathbb{P} u-u_{h}\right\|_{L^{2}(K)}+h_{K}^{1 / 2}\left\|u_{h}-\widehat{u}_{h}\right\|_{L^{2}\left(e_{K}^{\tau}\right)}\right) .
$$

Now we consider the error in the faces $e$ of $K$ which are different from the face $e_{K}^{\tau}$. By the error equation (3.18c), we have that, for all $\boldsymbol{v} \in \mathfrak{P}^{k}(K)$,

$$
\begin{aligned}
\left\langle\widehat{u}_{h}-\mathrm{P}_{\partial} u, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial K \backslash e_{K}^{\tau}}= & \left(\boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{v}\right)_{K}-\left(\mathbb{P} u-u_{h}, \nabla \cdot \boldsymbol{v}\right)_{K} \\
& -\left\langle\widehat{u}_{h}-\mathrm{P}_{\partial} u, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}}
\end{aligned}
$$

Taking $\boldsymbol{v}:=\boldsymbol{Z}$ given by Lemma 3.2 in [10] with $z=\widehat{u}_{h}-\mathrm{P}_{\partial} u$, we obtain that

$$
\begin{gathered}
\left\|\widehat{u}_{h}-\mathrm{P}_{\partial} u\right\|_{L^{2}\left(\partial K \backslash e_{K}^{\tau}\right)} \leq C\left(h_{K}^{1 / 2}\left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{\boldsymbol{L}^{2}(K)}+h_{K}^{-1 / 2}\left\|\mathbb{P} u-u_{h}\right\|_{L^{2}(K)}\right. \\
\left.+\left\|\widehat{u}_{h}-\mathrm{P}_{\partial} u\right\|_{L^{2}\left(e_{K}^{\tau}\right)}\right),
\end{gathered}
$$

and using the estimate for the error in $e_{K}^{\tau}$,

$$
\begin{gathered}
h_{K}^{1 / 2}\left\|\widehat{u}_{h}-\mathrm{P}_{\partial} u\right\|_{L^{2}\left(\partial K \backslash e_{K}^{\tau}\right)} \leq C\left(\left\|\mathbb{P} u-u_{h}\right\|_{L^{2}(K)}+h_{K}\left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}(K)}\right. \\
\left.+h_{K}^{1 / 2}\left\|u_{h}-\widehat{u}_{h}\right\|_{L^{2}\left(e_{K}^{\tau}\right)}\right) .
\end{gathered}
$$

As a consequence

$$
\begin{gathered}
\left\|\mathrm{P}_{\partial} u-\widehat{u}_{h}\right\|_{L^{2}\left(\mathscr{E}_{h} ; h\right)} \leq C\left(\left\|\mathbb{P} u-u_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}+h\left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{h}\right)}\right. \\
\left.+h \kappa_{\Omega}\left\|\left(\widehat{u}_{h}-u_{h}\right)\right\|_{L^{2}\left(\mathscr{E}_{h} ; \tau\right)}\right)
\end{gathered}
$$

The result now follows from Theorems 2.2. This completes the proof of Theorem 2.3.
3.10. Proof of Theorem 2.4. The proof of Theorem 2.4 is almost identical to that of Theorem 2.9 in [10]. We define $\left.\bar{u}\right|_{K}:=\frac{1}{|K|}(u, 1)_{K}$ for every $K \in \Omega_{h}$, and let $\tilde{u}:=u-\bar{u}$. Note that, by the definition of $u_{h}^{\star}$, (2.15a), we have

$$
\left\|u-u_{h}^{\star}\right\|_{L^{2}(K)} \leq\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(K)}+\left\|\tilde{u}-\tilde{u}_{h}\right\|_{L^{2}(K)}
$$

We estimate each of the two terms of the right-hand side separately.

We begin by estimating the error $\bar{u}-\bar{u}_{h}$. Since $\bar{u}-\bar{u}_{h}=\mathrm{P}^{0}\left(u-u_{h}\right)$, we get

$$
\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}(K)} \leq\left\|\mathrm{P}^{k-1}\left(u-u_{h}\right)\right\|_{L^{2}(K)}
$$

for $k \geq 1$.
Hence,

$$
\left\|\bar{u}-\bar{u}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq\left\|\mathrm{P}^{k-1}\left(u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C \bigodot h^{k+1+\min \{k-1 / 2,1\}}
$$

which follows from Theorem 2.3.
Now we estimate the error $\tilde{u}-\tilde{u}_{h}$. Note that by Poincaré's inequality, we have

$$
\left\|\tilde{u}-\tilde{u}_{h}\right\|_{L^{2}(K)} \leq C h_{K}\left\|\nabla\left(\tilde{u}-\tilde{u}_{h}\right)\right\|_{L^{2}(K)}
$$

so it is enough to estimate the error in the gradient. By the definition of $\tilde{u}_{h},(2.15 \mathrm{c})$,

$$
\left(\nabla\left(\tilde{u}-\tilde{u}_{h}\right), \nabla w\right)_{K}=\left(z-z_{h}, w\right)_{K}-\left\langle w,\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial K} \quad \forall w \in \mathcal{P}_{0}^{k+1}(K)
$$

Then we have

$$
\left(\nabla\left(\mathrm{P}^{k+1} \tilde{u}-\tilde{u}_{h}\right), \nabla w\right)_{K}=\sum_{i=1}^{3} T_{i}
$$

where

$$
\begin{aligned}
& T_{1}=\left(\nabla\left(\mathrm{P}^{k+1} \tilde{u}-\tilde{u}\right), \nabla w\right)_{K} \\
& T_{2}=\left(z-z_{h}, w\right)_{K} \\
& T_{3}=-\left\langle w,\left(\boldsymbol{q}-\widehat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial K} .
\end{aligned}
$$

By using Cauchy-Schwarz inequality, we get that

$$
T_{1} \leq\left\|\nabla\left(\mathrm{P}^{k+1} \tilde{u}-\tilde{u}\right)\right\|_{L^{2}(K)}\|\nabla w\|_{L^{2}(K)}
$$

and

$$
\begin{aligned}
T_{2} & \leq\left\|z-z_{h}\right\|_{L^{2}(K)}\|w\|_{L^{2}(K)} \\
& \leq C h_{K}\left\|z-z_{h}\right\|_{L^{2}(K)}\|\nabla w\|_{L^{2}(K)}
\end{aligned}
$$

by Poincaré's inequality. Similar to the proof of Theorem 2.9 [10], we get that

$$
\begin{aligned}
T_{3} \leq C\|\nabla w\|_{L^{2}(K)} & \left(\left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}(K)}+h_{K}\left\|z-\mathrm{P}^{k} z\right\|_{L^{2}(K)}\right. \\
& \left.+h_{K}^{1 / 2} \tau_{K}^{1 / 2}\left\|\tau_{K}\left(u_{h}-\widehat{u}_{h}\right)\right\|_{L^{2}\left(e_{K}^{\tau}\right)}\right)
\end{aligned}
$$

Hence, we have

$$
\left(\nabla\left(\mathrm{P}^{k+1} \tilde{u}-\tilde{u}_{h}\right), \nabla w\right)_{K}=\sum_{i=1}^{3} T_{i} \leq C\|\nabla w\|_{L^{2}(K)} \Theta_{K}
$$

where

$$
\begin{aligned}
\Theta_{K}= & \left\|\nabla\left(\mathrm{P}^{k+1} \tilde{u}-\tilde{u}\right)\right\|_{L^{2}(K)}+h_{K}\left\|z-z_{h}\right\|_{L^{2}(K)}+\left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}(K)} \\
& +h_{K}\left\|z-\mathrm{P}^{k} z\right\|_{L^{2}(K)}+h_{K}^{1 / 2} \tau_{K}^{1 / 2}\left\|\tau_{K}\left(u_{h}-\widehat{u}_{h}\right)\right\|_{L^{2}\left(e_{K}^{\tau}\right)}
\end{aligned}
$$

Taking $w=\mathrm{P}^{k+1} \tilde{u}-\tilde{u}_{h}$, we get that

$$
\left\|\nabla\left(\mathrm{P}^{k+1} \tilde{u}-\tilde{u}_{h}\right)\right\|_{L^{2}(K)} \leq C \Theta_{K} .
$$

This implies, after using Poincaré's inequality, that

$$
\left\|\mathrm{P}^{k+1} \tilde{u}-\tilde{u}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C h\left(\sum_{K \in \Omega_{h}} \Theta_{K}^{2}\right)^{1 / 2} \leq C \mathcal{C} h^{k+2}
$$

by Theorem 2.2 and the well-known approximation properties of $\mathrm{P}^{k+1}$ and $\mathrm{P}^{k}$. This completes the proof of Theorem 2.4

## 4. Extensions

In this section we will show how to improve the error estimates in Theorems 2.3 and 2.4 in the case of linear approximations, $k=1$, and dimension $d=2$. Moreover, we will be able to prove error estimates for $u, \boldsymbol{q}$ and $z$ in the case $k=0$ and $d=2,3$.

We start by stating the improved result for $k=1$ and $d=2$.
Theorem 4.1. We assume the same hypotheses of Theorem 2.2 and we further assume that $k=1$ and $d=2$. We have,

$$
\begin{array}{ll}
\left\|\mathrm{P}^{k-1}\left(u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} \log \left(\frac{1}{h}\right) h^{3} \\
\left\|\mathrm{P}_{\partial} u-\widehat{u}_{h}\right\|_{L^{2}\left(\mathscr{E}_{h} ; h\right)} & \leq C \mathcal{C} \log \left(\frac{1}{h}\right) h^{3} \\
\left\|u-u_{h}^{\star}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} \log \left(\frac{1}{h}\right) h^{3}
\end{array}
$$

where $C$ is independent of $h$, and the exact solution.
Next we state a result for $k=0$ and $d=2,3$.
Theorem 4.2. We assume the same hypotheses of Theorem 2.2 and further assume that $k=0$ and $d=2,3$. Then,

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} \log \left(\frac{1}{h}\right)^{2} h \\
\left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{\boldsymbol{L}^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} \log \left(\frac{1}{h}\right)^{\frac{3}{2}} h^{\frac{3}{4}} \\
\left\|z-z_{h}\right\|_{L^{2}\left(\Omega_{h}\right)} & \leq C \mathcal{C} \log \left(\frac{1}{h}\right) h^{\frac{1}{2}}
\end{aligned}
$$

and

$$
\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \leq C \mathcal{C} \log \left(\frac{1}{h}\right)^{\frac{3}{2}} h^{\frac{3}{4}}
$$

Notice that this results gives quasi-optimal error estimates for $u$. Moreover, we get sub-optimal error estimates for $\boldsymbol{q}$ and $z$. Note that we do not state error estimates for $\boldsymbol{\sigma}$. This is because $\boldsymbol{\sigma}_{h}$ does not converge to $\boldsymbol{\sigma}$ for $k=0$ as our numerical experiments demonstrate.
4.1. A different estimate for $\mathbb{P} \boldsymbol{e}_{u}$. In order to prove these results we will need to improve the estimates for $\mathbb{P} \boldsymbol{e}_{u}$. We start by writing an identity that is different than the one giving in Lemma 3.10. To do that we need to define an auxiliary
variable, $\tilde{\boldsymbol{\psi}}_{h} \in \boldsymbol{V}_{h}$. This function along with $\tilde{\phi}_{h} \in W_{h}$ and $\widehat{\tilde{\phi}}_{h} \in M_{h}^{0}$, solve

$$
\begin{align*}
& \left(\tilde{\boldsymbol{\psi}}_{h}, \boldsymbol{v}\right)_{\Omega_{h}}-\left(\tilde{\phi}_{h}, \nabla \cdot \boldsymbol{v}\right)_{\Omega_{h}}+\left\langle\widehat{\tilde{\phi}}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}=0,  \tag{4.27a}\\
& -\left(\tilde{\boldsymbol{\psi}}_{h}, \nabla \omega\right)_{\Omega_{h}}+\left\langle\widehat{\tilde{\boldsymbol{\psi}}}_{h} \cdot \boldsymbol{n}, \omega\right\rangle_{\partial \Omega_{h}}=(\xi, \omega)_{\Omega_{h}},  \tag{4.27b}\\
& \left\langle\widehat{\tilde{\boldsymbol{\psi}}}_{h} \cdot \boldsymbol{n}, \chi\right\rangle_{\partial \Omega_{h}}=0, \tag{4.27c}
\end{align*}
$$

for every $(\boldsymbol{v}, \omega, \mu) \in \boldsymbol{V}_{h} \times W_{h} \times M_{h}^{0}$. Here

$$
\begin{equation*}
\widehat{\tilde{\psi}}_{h}=\tilde{\boldsymbol{\psi}}+\tau\left(\tilde{\phi}_{h}-\widehat{\tilde{\phi}}_{h}\right) \boldsymbol{n}, \quad \text { and } \quad \widehat{\tilde{\phi}}_{h}=0 \quad \text { on } \partial \Omega \tag{4.27~d}
\end{equation*}
$$

In other words, $\left(\tilde{\psi}_{h}, \tilde{\phi}_{h}, \widehat{\tilde{\phi}}_{h}\right)$ is the SFH approximation to the second-order problem

$$
\begin{aligned}
& \boldsymbol{\psi}+\nabla \phi=0 \Omega \\
& \nabla \cdot \boldsymbol{\psi}=\xi \Omega \\
& \phi=0 \\
& \partial \Omega .
\end{aligned}
$$

We are now ready to state the result.
Lemma 4.3. We have

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}= & \left(\boldsymbol{e}_{\boldsymbol{q}}, \boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\right)_{\Omega_{h}}+\sum_{K \in \Omega_{h}}\left\langle\widehat{u}_{h}-u_{h},\left(\mathrm{P}_{\partial} \boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}} \\
& -(\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}, \nabla(\mathbb{P} \xi-\xi))_{\Omega_{h}}-\left(\boldsymbol{e}_{z}, \mathbb{P} \xi-\xi\right)_{\Omega_{h}} \\
& +(\nabla(z-\mathbb{P} z), \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})_{\Omega_{h}} \\
& -\sum_{K \in \Omega_{h}} \tau_{K}^{-1}\left\langle\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\mathrm{P}_{\partial} \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\right) \cdot \boldsymbol{n}\right\rangle_{e_{K}^{\tau}} \\
& +\left(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \tilde{\boldsymbol{\psi}}_{h}-\mathbf{P}^{k-1} \boldsymbol{\psi}\right)_{\Omega_{h}}+\left\langle\mathbb{P} \boldsymbol{e}_{z},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
& +\left\langle\frac{1}{\tau}\left(\mathbf{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}
\end{aligned}
$$

Proof. The proof is exactly the same as the proof of Lemma 3.10 the only difference being how we treat $V$. To this end, we apply some simple algebraic manipulations to obtain

$$
V=\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \Pi \boldsymbol{\Pi}\right)_{\Omega_{h}}=T_{1}+T_{2}+T_{3}+T_{4}
$$

where

$$
\begin{aligned}
& T_{1}:=\left(\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{\sigma}}, \tilde{\psi}_{h}\right)_{\Omega_{h}} \\
& T_{2}:=(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \boldsymbol{\psi})_{\Omega_{h}} \\
& T_{3}:=\left(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \tilde{\psi}_{h}-\boldsymbol{\psi}\right)_{\Omega_{h}} \\
& T_{4}:=\left(\boldsymbol{e}_{\boldsymbol{\sigma}}, \boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right)_{\Omega_{h}}
\end{aligned}
$$

We now simplify $T_{1}, \cdots, T_{4}$. By using (4.27a), (3.20), and the fact that $\widehat{\tilde{\phi}}_{h}=0$ on $\partial \Omega$ we get $T_{1}=0$. If we apply (3.16a) we get

$$
T_{2}=\left(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \boldsymbol{\psi}-\mathbf{P}^{k-1} \boldsymbol{\psi}\right)_{\Omega_{h}}
$$

We leave $T_{3}$ the same and we now simplify $T_{4}$. By applying (7.40) we get

$$
T_{4}=\left\langle z-\widehat{z}_{h},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}
$$

where we applied Proposition 3.6 with $\boldsymbol{q}$ and $\tilde{\boldsymbol{q}}_{h}$ replaced with $\boldsymbol{\psi}$ and $\tilde{\boldsymbol{\psi}}_{h}$, respectively. If we now apply (2.7) and (2.8b) we get

$$
\begin{aligned}
T_{4} & =\left\langle\mathbb{P} z-\widehat{z}_{h},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
& =\left\langle\mathbb{P} \boldsymbol{e}_{z},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}+\left\langle z_{h}-\widehat{z}_{h},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}
\end{aligned}
$$

Finally, if we apply (3.19) we get

$$
T_{4}=\left\langle\mathbb{P} \boldsymbol{e}_{z},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}+\left\langle\frac{1}{\tau}\left(\mathbf{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}
$$

Hence,

$$
\begin{aligned}
V= & \left(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \boldsymbol{\psi}-\mathbf{P}^{k-1} \boldsymbol{\psi}\right)_{\Omega_{h}}+\left(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \tilde{\boldsymbol{\psi}}_{h}-\boldsymbol{\psi}\right)_{\Omega_{h}} \\
& +\left\langle\mathbb{P} \boldsymbol{e}_{z},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}+\left\langle\frac{1}{\tau}\left(\mathbf{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
= & \left(\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}, \tilde{\boldsymbol{\psi}}_{h}-\mathbf{P}^{k-1} \boldsymbol{\psi}\right)_{\Omega_{h}}+\left\langle\mathbb{P} \boldsymbol{e}_{z},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\psi}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} \\
& +\left\langle\frac{1}{\tau}\left(\mathbf{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n},\left(\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega} .
\end{aligned}
$$

The proof of the lemma is complete once we use this result for $V$ in the proof of Lemma 3.10.

Now we can state a result analogues to Corollary 3.11.
Corollary 4.4. Let $l(k)=1$ if $k \geq 1$ and $l(k)=\log \left(\frac{1}{h}\right)$ if $k=0$. Then,

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \leq & \left\|\boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\Pi} \boldsymbol{\zeta}-\boldsymbol{\zeta}\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\kappa_{\Omega}^{1 / 2}\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\zeta}-\boldsymbol{\Pi} \boldsymbol{\zeta}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)} \\
& +\|\boldsymbol{q}-\boldsymbol{\Pi} \boldsymbol{q}\|_{L^{2}\left(\Omega_{h}\right)}\|\nabla(\mathbb{P} \xi-\xi)\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\left\|\boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}\|\mathbb{P} \xi-\xi\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\|\nabla(z-\mathbb{P} z)\|_{L^{2}\left(\Omega_{h}\right)}\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{L^{2}\left(\Omega_{h}\right)} \\
& +\kappa_{\Omega}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\right) \cdot \boldsymbol{n}\right\|_{L^{2}\left(\partial \Omega_{h} ; h\right)} \\
& +\|\boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\|_{L^{2}\left(\Omega_{h}\right)}\left\|\tilde{\boldsymbol{\psi}}_{h}-\mathbf{P}^{k-1} \boldsymbol{\psi}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& +C h^{-1 / 2}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right\|_{L^{2}(\partial \Omega)} \\
& +\kappa_{\partial \Omega}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\sigma}-\boldsymbol{\Pi} \boldsymbol{\sigma}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)}\left\|\left(\mathrm{P}_{\partial} \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\right) \cdot \boldsymbol{n}\right\|_{L^{2}(\partial \Omega ; h)} .
\end{aligned}
$$

If we use approximation properties of $\mathbb{P}$ and $\boldsymbol{\Pi}$ we are able to prove the following corollary.
Corollary 4.5. If $\tau_{K}$ is of order $\frac{1}{h_{K}}$ for all $K \in \Omega_{h}$, then

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C \mathcal{C} h^{\min \{k, 1\}+k+1}+C h\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}+C h\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \\
+ & C h^{\min \{k, 1\}+1}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
+ & C h^{-1 / 4}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}^{1 / 2} \\
& \left(\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{L^{\infty}(\Omega)}+l(k) h\|\nabla \cdot(\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})\|_{L^{\infty}\left(\Omega_{h}\right)}\right)^{1 / 2}
\end{aligned}
$$

Proof. This result follows from Corollary 4.4 once we use

$$
\left\|\tilde{\boldsymbol{\psi}}_{h}-\mathbf{P}^{k-1} \boldsymbol{\psi}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C h^{\min \{k, 3\}}|\boldsymbol{\psi}|_{H^{k}(\Omega)}
$$

and

$$
\left\|\boldsymbol{\Pi} \boldsymbol{\psi}-\tilde{\boldsymbol{\psi}}_{h}\right\|_{L^{2}(\partial \Omega)} \leq C\left(\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{L^{\infty}(\Omega)}+l(k) h\|\nabla \cdot(\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})\|_{L^{\infty}\left(\Omega_{h}\right)}\right)
$$

The first inequality follows from estimates contained in [10]. The second inequality follows from the fact

$$
\left\|\boldsymbol{\Pi} \psi-\tilde{\psi}_{h}\right\|_{L^{2}(\partial \Omega)} \leq C\left\|\boldsymbol{\Pi} \psi-\tilde{\boldsymbol{\psi}}_{h}\right\|_{L^{\infty}(\Omega)}
$$

and Theorem 6.3 contained in the appendix.
4.2. Proof of Theorem 4.2. We will estimate the last term of the right-hand side of the inequality in Corollary 4.5.

After using approximation properties of $\boldsymbol{\Pi}$ we get

$$
\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{L^{\infty}(\Omega)}+\log \left(\frac{1}{h}\right) h\|\nabla \cdot(\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})\|_{L^{\infty}\left(\Omega_{h}\right)} \leq C \log \left(\frac{1}{h}\right) h\|\boldsymbol{\psi}\|_{W^{1, \infty}(\Omega)}
$$

We next apply the following Sobolev inequality which holds in dimension $d=2,3$; see [8].

$$
\|\boldsymbol{\psi}\|_{W^{1, \infty}(\Omega)} \leq C\|\boldsymbol{\psi}\|_{H^{3}(\Omega)} \leq C\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}
$$

In the last inequality we used elliptic regularity (2.12).
Hence,

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C \mathcal{C} h+C h\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}+C h\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \\
& +C h\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& +C \log \left(\frac{1}{h}\right) h^{1 / 2}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}
\end{aligned}
$$

If we combine this inequality with (3.23), (3.24), (3.25) and (3.26) and apply algebraic manipulations we arrive at our result.
4.3. Proof of Theorem 4.1. We start by using Corollary 4.5 to estimate $\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}$.

If we use approximation properties of $\Pi$

$$
\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{L^{\infty}(\Omega)}+h\|\nabla \cdot(\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})\|_{L^{\infty}\left(\Omega_{h}\right)} \leq C h^{2-2 / p}\|\boldsymbol{\psi}\|_{W^{2, p}(\Omega)}
$$

for $p>2$. Here we used that $d=2$.
Finally, since we are assuming $d=2$ the following Sobolev inequality [8] holds

$$
\|\boldsymbol{\psi}\|_{W^{2, p}(\Omega)} \leq C p\|\boldsymbol{\psi}\|_{H^{3}(\Omega)} \leq C p\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}
$$

for any $p<\infty$.
Therefore, we arrive at

$$
\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{L^{\infty}(\Omega)}+h\|\nabla \cdot(\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi})\|_{L^{\infty}\left(\Omega_{h}\right)} \leq C p h^{2-2 / p}\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)}
$$

Hence, applying Corollary 4.5 we get

$$
\begin{aligned}
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C \text { } h^{3}+C h\left\|\boldsymbol{\Pi} \boldsymbol{e}_{\boldsymbol{q}}\right\|_{L^{2}\left(\Omega_{h}\right)}+C h\left\|\widehat{u}_{h}-u_{h}\right\|_{L^{2}\left(\partial \Omega_{h} ; \tau\right)} \\
& +C h^{2}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& +C p h^{3 / 2-2 / p}\left\|\mathbb{P} \boldsymbol{e}_{z}\right\|_{L^{2}\left(\Omega_{h}\right)}
\end{aligned}
$$

If we use the above inequality and Theorem 2.2 , we get

$$
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C \bigodot p h^{3-\frac{2}{p}}
$$

If we let $p=2 \log \left(\frac{1}{h}\right)$, then $h=e^{\frac{-p}{2}}$. So, we see that

$$
h^{\frac{-2}{p}}=\left(e^{\frac{-p}{2}}\right)^{\frac{-2}{p}}=e
$$

Hence,

$$
\left\|\mathbb{P} \boldsymbol{e}_{u}\right\|_{L^{2}\left(\Omega_{h}\right)} \leq C \mathcal{C} \log \left(\frac{1}{h}\right) h^{3}
$$

Theorem 4.1 now follows if we use the above inequality in the proof of Theorems 2.3 and 2.4.

## 5. Numerical results

In this section, we provide numerical experiments that support our theoretical convergence results of the SFH method. We also investigate the convergence properties of the SFH method in interior sub-domains. Finally, we explore the convergence properties of the SFH method for non-smooth solutions on non-convex domains using graded meshes.
5.1. Smooth solution. In this subsection, we carry out numerical experiments to validate the theoretical convergence properties of the SFH method for the biharmonic problem. In particular, the solution is smooth and the domain is such that the $H^{4}$ regularity assumption is satisfied.

We use uniform meshes obtained by discretizing $\Omega=\left(-\frac{1}{2}, \frac{1}{2}\right) \times\left(-\frac{1}{2}, \frac{1}{2}\right)$ with squares of side $2^{-l}$ which are then divided into two triangles as indicated in Fig. 1; the resulting mesh is denoted by "mesh=l".


Figure 1. Example of a mesh with $h=1 / 2^{3}$.
The test problem is obtained by choosing $g$ and $f$ so that the exact solution is $u(x, y)=x^{4} y^{3}$ on the domain $\Omega$. The history of convergence of the SFH method with

$$
\tau_{K}=1 / h=2^{l}
$$

on the "mesh $=l$ ", is displayed in Table 1 for polynomials of degree $k=0,1,2,3$.
In Table 1, we observe that for $\mathrm{k}=1,2,3$, the quantities $\left\|u-u_{h}\right\|_{L^{2}(\Omega)}$ and $\left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)}$ have optimal convergence rates, and $\left\|z-z_{h}\right\|_{L^{2}(\Omega)}$ and $\left\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)}$ converge with order $k+1 / 2$ and $k-1 / 2$, respectively, as predicted by Theorem 2.2. We also see that $\left\|P_{\partial} u-\widehat{u}_{h}\right\|_{L^{2}\left(\varepsilon_{h} ; h\right)}$ superconverges and $\left\|u-u_{h}^{\star}\right\|_{L^{2}(\Omega)}$ converges with rate $O\left(h^{k+2}\right)$ for $k=1,2,3$, which agrees with the conclusion of Theorems 2.3 and 4.1.

TABLE 1. History of convergence of the SFH method.

| $k$ | mesh <br> $\ell$ | $\left\\|u-u_{h}\right\\|_{L^{2}(\Omega)}$ |  | $\left\\|u-u_{h}^{\star}\right\\|_{L^{2}(\Omega)}$ |  | $\left\\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\\|_{L^{2}(\Omega)}$ |  | $\left\\|z-z_{h}\right\\|_{L^{2}(\Omega)}$ |  | $\left\\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\\|_{L^{2}(\Omega)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | error | order | error | order | error | order | error | order | error | order |
| 0 | 1 | . $66 \mathrm{e}-2$ | - | .15e-2 | - | . $11 \mathrm{e}-1$ | - | . $83 \mathrm{e}-1$ | - | . $16 \mathrm{e}+1$ | - |
|  | 2 | . $33 \mathrm{e}-2$ | 1.00 | . $97 \mathrm{e}-3$ | 0.66 | . $95 \mathrm{e}-2$ | 0.16 | . $62 \mathrm{e}-1$ | 0.42 | . $10 \mathrm{e}+1$ | 0.58 |
|  | 3 | . $13 \mathrm{e}-2$ | 1.40 | . $41 \mathrm{e}-3$ | 1.23 | . $59 \mathrm{e}-2$ | 0.69 | . $37 \mathrm{e}-1$ | 0.77 | . $54 \mathrm{e}-0$ | 0.95 |
|  | 4 | . $41 \mathrm{e}-3$ | 1.61 | .11e-3 | 1.87 | . $29 \mathrm{e}-2$ | 1.02 | . $19 \mathrm{e}-1$ | 0.91 | . $33 \mathrm{e}-0$ | 0.71 |
|  | 5 | . $14 \mathrm{e}-3$ | 1.52 | .25e-4 | 2.15 | . $14 \mathrm{e}-2$ | 1.10 | .11e-1 | 0.88 | . $34 \mathrm{e}-0$ | -0.06 |
|  | 6 | . $61 \mathrm{e}-4$ | 1.24 | .61e-5 | 2.04 | . $64 \mathrm{e}-3$ | 1.08 | . $60 \mathrm{e}-2$ | 0.81 | . $45 \mathrm{e}-0$ | -0.37 |
|  | 7 | . $29 \mathrm{e}-4$ | 1.06 | . $27 \mathrm{e}-5$ | 1.20 | . $31 \mathrm{e}-3$ | 1.05 | . $36 \mathrm{e}-2$ | 0.74 | . $60 \mathrm{e}-0$ | -0.43 |
|  | 8 | . $15 \mathrm{e}-4$ | 1.01 | . $14 \mathrm{e}-5$ | 0.89 | . $15 \mathrm{e}-3$ | 1.02 | . $23 \mathrm{e}-2$ | 0.66 | .83e-0 | -0.46 |
| 1 | 1 | . $10 \mathrm{e}-1$ | - | . $29 \mathrm{e}-2$ | - | .21e-1 | - | . $15 \mathrm{e}-0$ | - | . $15 \mathrm{e}+1$ | - |
|  | 2 | . $13 \mathrm{e}-2$ | 2.94 | .26e-3 | 3.47 | . $40 \mathrm{e}-2$ | 2.40 | . $38 \mathrm{e}-1$ | 2.03 | . $57 \mathrm{e}-0$ | 1.38 |
|  | 3 | . $19 \mathrm{e}-3$ | 2.83 | . $20 \mathrm{e}-4$ | 3.72 | . $88 \mathrm{e}-3$ | 2.18 | . $94 \mathrm{e}-2$ | 2.00 | . $31 \mathrm{e}-0$ | 0.89 |
|  | 4 | . $30 \mathrm{e}-4$ | 2.68 | .20e-5 | 3.33 | . $20 \mathrm{e}-3$ | 2.15 | . $34 \mathrm{e}-2$ | 1.45 | . $21 \mathrm{e}-0$ | 0.55 |
|  | 5 | . $56 \mathrm{e}-5$ | 2.41 | .22e-6 | 3.13 | . $47 \mathrm{e}-4$ | 2.10 | . $13 \mathrm{e}-2$ | 1.38 | . $15 \mathrm{e}-0$ | 0.47 |
|  | 6 | . $12 \mathrm{e}-5$ | 2.16 | . $27 \mathrm{e}-7$ | 3.06 | . $11 \mathrm{e}-4$ | 2.04 | . $49 \mathrm{e}-3$ | 1.43 | . $11 \mathrm{e}-0$ | 0.47 |
|  | 7 | . $30 \mathrm{e}-6$ | 2.05 | . $33 \mathrm{e}-8$ | 3.03 | . $28 \mathrm{e}-5$ | 2.01 | . $18 \mathrm{e}-3$ | 1.46 | . $78 \mathrm{e}-1$ | 0.48 |
| 2 | 1 | . $35 \mathrm{e}-2$ | - | .31e-3 | - | . $56 \mathrm{e}-2$ | - | . $56 \mathrm{e}-1$ | - | .62e-0 | - |
|  | 2 | .23e-3 | 3.91 | .16e-4 | 4.31 | . $62 \mathrm{e}-3$ | 3.18 | . $58 \mathrm{e}-2$ | 3.27 | . $18 \mathrm{e}-0$ | 1.78 |
|  | 3 | . $17 \mathrm{e}-4$ | 3.75 | .93e-6 | 4.07 | . $74 \mathrm{e}-4$ | 3.08 | . $11 \mathrm{e}-2$ | 2.46 | . $65 \mathrm{e}-1$ | 1.46 |
|  | 4 | . $14 \mathrm{e}-5$ | 3.61 | . $52 \mathrm{e}-7$ | 4.15 | . $84 \mathrm{e}-5$ | 3.14 | . $21 \mathrm{e}-3$ | 2.32 | . $24 \mathrm{e}-1$ | 1.42 |
|  | 5 | . $14 \mathrm{e}-6$ | 3.34 | .31e-8 | 4.09 | . $99 \mathrm{e}-6$ | 3.07 | . $40 \mathrm{e}-4$ | 2.41 | .90e-2 | 1.45 |
|  | 6 | . $16 \mathrm{e}-7$ | 3.12 | . $19 \mathrm{e}-9$ | 4.04 | . $12 \mathrm{e}-6$ | 3.02 | . $72 \mathrm{e}-5$ | 2.46 | . $32 \mathrm{e}-2$ | 1.47 |
| 3 | 1 | . $75 \mathrm{e}-3$ | - | .43e-4 | - | . $11 \mathrm{e}-2$ | - | . $90 \mathrm{e}-2$ | - | . $11 \mathrm{e}-0$ | - |
|  | 2 | . $28 \mathrm{e}-4$ | 4.76 | .12e-5 | 5.12 | . $72 \mathrm{e}-4$ | 3.94 | . $53 \mathrm{e}-3$ | 4.07 | . $21 \mathrm{e}-1$ | 2.37 |
|  | 3 | . $11 \mathrm{e}-5$ | 4.73 | . $34 \mathrm{e}-7$ | 5.18 | .41e-5 | 4.15 | . $54 \mathrm{e}-4$ | 3.30 | .46e-2 | 2.21 |
|  | 4 | . $45 \mathrm{e}-7$ | 4.54 | .94e-9 | 5.17 | .23e-6 | 4.13 | . $55 \mathrm{e}-5$ | 3.31 | . $92 \mathrm{e}-3$ | 2.32 |
|  | 5 | . $24 \mathrm{e}-8$ | 4.26 | . $28 \mathrm{e}-10$ | 5.09 | . $14 \mathrm{e}-7$ | 4.05 | . $52 \mathrm{e}-6$ | 3.40 | . $17 \mathrm{e}-3$ | 2.41 |
|  | 6 | . $14 \mathrm{e}-9$ | 4.08 | . $84 \mathrm{e}-12$ | 5.03 | .87e-9 | 4.01 | . $47 \mathrm{e}-7$ | 3.45 | . $32 \mathrm{e}-4$ | 2.45 |

For the case of $k=0$, numerical results show that the approximations to $u$ have optimal convergence order, in agreement with Theorem 4.2, up to a logarithmic factor. Numerically, it appears, that the approximation to $\boldsymbol{q}$ converges in an optimal way, which suggest that our error estimate for $\boldsymbol{q}$ is not sharp; see Theorem 4.2. Theoretically we have no conclusion about the convergence of the approximation of $\boldsymbol{\sigma}$ for $k=0$.
5.2. Interior sub-domains. In Theorem 2.2, we have that the convergence rates of $z$ and $\sigma$ in the domain are $k+1 / 2$ and $k-1 / 2$, respectively, if polynomials of degree up to $k$ are used. The previous numerical experiment shows that these convergence rates are actually sharp. However, if we consider a fixed interior subdomain, we observe optimal convergence rates of all the variables.

Here, we use the same test problem as in the first numerical experiment. The domain $\Omega=(-0.5,0.5) \times(-0.5,0.5)$ is discretized by uniform meshes; see Fig. 1. The exact solution is $u(x, y)=x^{4} y^{3}$. In Table 2, we observe that for $k=0,1,2$ the convergence rates of $u, \boldsymbol{q}, z$ and $\boldsymbol{\sigma}$ are all optimal in the subdomain $\Omega_{0}:=$ $(-0.4375,0.4375) \times(-0.4375,0.4375)$.
5.3. Non-convex domain and graded meshes. In our error analysis, we assume that the domain is convex and, in fact, we assume $H^{4}$ regularity for the dual problem. Moreover, we also assumed that our family of meshes are quasi-uniform. Here, we test the SFH method on a non-convex domain where we use highly graded

Table 2. History of convergence of the SFH method in the subdomain $\Omega_{0}=(-0.4375,0.4375) \times(-0.4375,0.4375)$.

|  | mesh | $\left\\|u-u_{h}\right\\|_{L}{ }^{2}\left(\Omega_{0}\right)$ |  | $\left\\|u-u_{h}^{\star}\right\\|_{L^{2}\left(\Omega_{0}\right)}$ |  | $\left\\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\\|_{L^{2}\left(\Omega_{0}\right)}$ |  | $\left\\|z-z_{h}\right\\|_{L}^{2}\left(\Omega_{0}\right)$ |  | $\left\\|\boldsymbol{\sigma}-\boldsymbol{\sigma}_{h}\right\\|_{L}{ }^{2}\left(\Omega_{0}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | $\ell$ | error | order | error | order | error | order | error | order | error | order |
| 0 | 4 | . $14 \mathrm{e}-3$ | - | .81e-4 | - | . $11 \mathrm{e}-2$ | - | .86e-2 | - | . $97 \mathrm{e}-1$ | - |
|  | 5 | . $51 \mathrm{e}-4$ | 1.49 | .16e-4 | 2.36 | . $53 \mathrm{e}-3$ | 0.99 | . $43 \mathrm{e}-2$ | 1.00 | .41e-1 | 1.25 |
|  | 6 | .23e-4 | 1.15 | . $43 \mathrm{e}-5$ | 1.89 | . $27 \mathrm{e}-3$ | 0.99 | . $22 \mathrm{e}-2$ | 0.99 | .20e-1 | 1.05 |
|  | 7 | .12e-4 | 0.99 | . $23 \mathrm{e}-5$ | 0.87 | .13e-3 | 0.99 | .11e-2 | 1.01 | .99e-1 | 1.00 |
| 1 | 4 | . $80 \mathrm{e}-5$ | - | . $88 \mathrm{e}-6$ | - | .88e-4 | - | . $55 \mathrm{e}-3$ | - | . $44 \mathrm{e}-2$ | - |
|  | 5 | . $21 \mathrm{e}-5$ | 1.94 | . $11 \mathrm{e}-6$ | 2.95 | . $23 \mathrm{e}-4$ | 1.95 | . $14 \mathrm{e}-3$ | 1.94 | .11e-2 | 2.06 |
|  | 6 | . $52 \mathrm{e}-6$ | 2.00 | . $14 \mathrm{e}-7$ | 3.00 | . $57 \mathrm{e}-5$ | 2.00 | . $36 \mathrm{e}-4$ | 1.99 | .26e-3 | 2.01 |
|  | 7 | . $13 \mathrm{e}-6$ | 1.99 | . $17 \mathrm{e}-8$ | 3.02 | . $14 \mathrm{e}-5$ | 2.00 | . $90 \mathrm{e}-5$ | 1.99 | . $65 \mathrm{e}-3$ | 2.00 |
| 2 | 4 | . $45 \mathrm{e}-6$ | - | . $27 \mathrm{e}-7$ | - | . $44 \mathrm{e}-5$ | - | . $22 \mathrm{e}-4$ | - | . $16 \mathrm{e}-3$ | - |
|  | 5 | . $62 \mathrm{e}-7$ | 2.88 | . $17 \mathrm{e}-8$ | 3.98 | .57e-6 | 2.96 | .29e-5 | 2.94 | .17e-4 | 3.25 |
|  | 6 | . $78 \mathrm{e}-8$ | 2.98 | . $11 \mathrm{e}-9$ | 3.99 | . $72 \mathrm{e}-7$ | 2.99 | .36e-6 | 2.98 | . $21 \mathrm{e}-5$ | 3.01 |

meshes near the re-entrant corner. We observe that the method still converges well although our technical assumptions are violated.

We consider the non-convex domain $\Omega$, which has vertices $(0,0),(0.5,0),(0.5,0.5)$, $(-0.5,0.5),(-0.5,-0.25)$ and $(-0.25,-0.25)$; see Fig. 2. Following Grisvard [19], we choose the exact solution to be the function

$$
u(r, \theta)=r^{1+a} U(\theta)
$$

where $r$ is the distance to the origin and $\theta$ measures the angle from the positive $x$-axis. Here, $a$ is the solution of the equation

$$
\sin (a \theta)=a \sin (\theta)
$$

and

$$
U(\theta)=A(5 \pi / 4) B(\theta)-A(\theta) B(5 \pi / 4)
$$

where

$$
\begin{aligned}
& A(\theta)=\sin ((a-1) \theta) /(a-1)-\sin ((a+1) \theta) /(a+1) \\
& B(\theta)=\cos ((a-1) \theta)-\cos ((a+1) \theta)
\end{aligned}
$$

Notice that $a \approx 1.3$, so $u \in H^{3}(\Omega)$, however, $u \notin H^{3}(\Omega)$. In particular, $\boldsymbol{\sigma} \notin H^{1}(\Omega)$.
We use graded meshes $([4,2,22])$ to capture the singularity at the origin; see Fig. 2. As usual, $h$ denotes the largest mesh size of the triangulation. The size of an arbitrary triangle $K, h_{K}$, are chosen such that

$$
h_{K} \leq C h^{\frac{1}{1-\beta}}
$$

for triangles which have a vertex at the origin, and

$$
h_{K}=C h r_{K}^{\beta}
$$

for triangles which do not have a vertex at the origin. Here $r_{K}$ is the distance of $K$ to the origin. In general, to get accurate results the parameter $\beta<1$ is chosen large enough depending on the polynomial degree $k$ and the regularity of the exact solution. However, larger $\beta$ gives more refined meshes. For our problem, $\beta=1 / 2$ is a good choice for $k=0,1$.


Figure 2. Example of a graded mesh.

For the graded meshes, we compute the orders of convergence in terms of the total number of degrees of freedom "N". We assume that a generic error "e" is of the form

$$
e(N)=C N^{-o r d e r / 2}
$$

since in the uniform case we can take $h=N^{-1 / 2}$. The orders of convergence are given by

$$
\operatorname{order}(i)=\frac{\log \left(e\left(N_{i-1}\right) / e\left(N_{i}\right)\right)}{\log \left(\left(N_{i-1} / N_{i}\right)^{-1 / 2}\right)}
$$

Notice that the number of triangles in the mesh is proportional to the total number of degrees of freedom " N ". We obtain the errors and orders of convergence for the approximate solutions using polynomials of degree $k=0$, 1 , which are displayed in Table 3. We can see that the convergence rates are still consistent with those predicted by the theory for smooth solutions. We expect similar results for higher polynomial degrees if properly graded meshes are used.

TABLE 3. History of convergence of the SFH method for a reentrant corner problem.

|  | mesh | $\left\\|u-u_{h}\right\\|_{L^{2}(\Omega)}$ |  | $\left\\|u-u_{h}^{\star}\right\\|_{L^{2}(\Omega)}$ |  | $\left\\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\\|_{L^{2}(\Omega)}$ |  | $\left\\|z-z_{h}\right\\|_{L^{2}(\Omega)}$ |  | $\left\\|\sigma-\sigma_{h}\right\\|_{L^{2}(\Omega)}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | \#triangles | error | order | error | order | error | order | error | order | error | order |
| 0 | 94 | . $22 \mathrm{e}-0$ | - | . $20 \mathrm{e}-1$ | - | . 38 e-0 | - | . $11 \mathrm{e}+1$ | - | . $12 \mathrm{e}+2$ | - |
|  | 280 | . $87 \mathrm{e}-1$ | 1.72 | .83e-2 | 1.66 | . $23 \mathrm{e}-0$ | 0.97 | . $95 \mathrm{e}-0$ | 0.31 | . $20 \mathrm{e}+2$ | -0.83 |
|  | 1100 | . $36 \mathrm{e}-1$ | 1.30 | .23e-2 | 1.85 | . $11 \mathrm{e}-0$ | 1.00 | . $61 \mathrm{e}-0$ | 0.65 | . $21 \mathrm{e}+2$ | -0.09 |
|  | 4366 | . $17 \mathrm{e}-2$ | 1.10 | . $67 \mathrm{e}-3$ | 1.81 | . $58 \mathrm{e}-1$ | 0.98 | . $33 \mathrm{e}-0$ | 0.89 | . $23 \mathrm{e}+2$ | -0.15 |
|  | 18056 | . $79 \mathrm{e}-2$ | 1.06 | . $15 \mathrm{e}-3$ | 2.07 | . $28 \mathrm{e}-1$ | 1.04 | .23e-0 | 0.51 | . $31 \mathrm{e}+2$ | -0.43 |
|  | 74062 | . $38 \mathrm{e}-2$ | 1.03 | . $32 \mathrm{e}-4$ | 2.26 | .13e-1 | 1.03 | . $15 \mathrm{e}-0$ | 0.57 | . $44 \mathrm{e}+2$ | -0.48 |
| 1 | 94 | . $11 \mathrm{e}-1$ | - | . $270 \mathrm{e}-3$ | - | . $11 \mathrm{e}-1$ | - | . $13 \mathrm{e}-0$ | - | . $41 \mathrm{e}+1$ | - |
|  | 280 | .26e-2 | 2.59 | . $47 \mathrm{e}-4$ | 3.19 | . $36 \mathrm{e}-2$ | 2.02 | . $62 \mathrm{e}-1$ | 1.40 | . $31 \mathrm{e}+1$ | 0.51 |
|  | 1100 | . $67 \mathrm{e}-3$ | 1.96 | .71e-5 | 2.76 | . 98 e-3 | 1.89 | . $23 \mathrm{e}-1$ | 1.47 | . $21 \mathrm{e}+1$ | 0.56 |
|  | 4366 | . $16 \mathrm{e}-3$ | 2.07 | .95e-6 | 2.91 | . $26 \mathrm{e}-3$ | 1.95 | . $84 \mathrm{e}-2$ | 1.45 | $.15 \mathrm{e}+1$ | 0.50 |
|  | 18056 | . $38 \mathrm{e}-4$ | 2.06 | .11e-6 | 3.10 | .61e-4 | 2.03 | . $29 \mathrm{e}-1$ | 1.48 | . $11 \mathrm{e}+1$ | 0.49 |
|  | 74062 | . $89 \mathrm{e}-5$ | 2.04 | .12e-7 | 3.05 | . $15 \mathrm{e}-4$ | 2.02 | . $10 \mathrm{e}-2$ | 1.50 | . $75 \mathrm{e}-0$ | 0.49 |

## 6. Concluding Remarks

We can easily extend our results to more general boundary conditions. Extensions to other fourth-order systems of equations arising in computational mechanics constitutes the subject of ongoing research.

Let us end by pointing out that the loss of optimality we have observed in the approximation of $z$ and $\boldsymbol{\sigma}$ does not take place in the one-dimensional case. How to prevent it and obtain methods optimally convergent remains an interesting open problem.
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## Appendix I: Proof of the characterization result

In this section, we prove the characterization of the approximation, Theorem 2.1. We proceed in several steps.
6.1. Step 1: Rewriting the conservativity conditions. As we are going to see next, the weak formulation defining the Lagrange multiplies $\lambda_{h}$ and $\gamma_{h}$ in Theorem 2.1 is nothing but a rewriting of the conservativity conditions (2.4e) and (2.4f). To show this, we need the following auxiliary result whose proof will be presented in detail later.

Lemma 6.1. for any $\gamma \in M_{h}$ and $\mathrm{m} \in M_{h}^{0}$, we have

$$
\begin{aligned}
\text { (i) }\langle\chi, \widehat{\boldsymbol{Q}} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =(\mathfrak{Z} \chi, \tilde{z} \gamma)_{\Omega_{h}}, \\
\text { (ii) }\langle\chi, \widehat{\boldsymbol{Q}} \mathbf{m} \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =\langle\mathrm{m}, \boldsymbol{\mathcal { S }} \chi \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} \\
\text { (iii) }\langle\chi, \widehat{\boldsymbol{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =(f, \mathcal{U} \chi)_{\Omega_{h}}, \\
\text { (iv) }\langle\mu, \widehat{\boldsymbol{\mathcal { S }}} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =\langle\gamma, \mathbf{Q} \mu \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}, \\
\text { (v) }\langle\mu, \widehat{\boldsymbol{\mathcal { S }}} \mathbf{m} \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =0, \\
\text { (vi) }\langle\mu, \widehat{\boldsymbol{\mathcal { S }}} f\rangle_{\partial \Omega_{h}} & =(f, \mathcal{U} \mu)_{\Omega_{h}} .
\end{aligned}
$$

From the conservativity conditions (2.4e) and (2.4f), we get

$$
\begin{align*}
& \langle\chi, \widehat{\boldsymbol{Q}} \gamma+\widehat{\mathbf{Q}} \lambda+\widehat{\boldsymbol{Q}} g+\widehat{\boldsymbol{Q}} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\left\langle\chi, \mathrm{q}_{\mathrm{N}}\right\rangle_{\partial \Omega}  \tag{6.28a}\\
& \langle\mu, \widehat{\boldsymbol{\mathcal { S }}} \gamma+\widehat{\boldsymbol{\mathcal { S }}} \lambda+\widehat{\boldsymbol{\mathcal { S }}} g+\widehat{\boldsymbol{\mathcal { S }}} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=0 \tag{6.28b}
\end{align*}
$$

Then we only need to apply Lemma 6.1 to substitute for the terms on the left hand side of above equations to see that the weak formulation for $\left(\gamma_{h}, \lambda_{h}\right) \in M_{h} \times M_{h}^{0}$ is nothing but a rewriting of the conservativity conditions (2.4e) and (2.4f).
6.2. Step 2: Existence and uniqueness. Here, we show that $\left(\gamma_{h}, \lambda_{h}\right) \in M_{h} \times$ $M_{h}^{0}$ is uniquely defined provided $\tau_{K}>0$ for all $K \in \Omega_{h}$ and the assumptions (2.8) are satisfied. To do that, we are going to use a key auxiliary result which easily follows from the definitions of the local solvers by arguments similar to those used in [10].

Lemma 6.2. Assume that $\tau_{k}>0$ for all $K \in \Omega_{h}$. Then for any $\gamma \in M_{h}$ and $\mathrm{m} \in M_{h}^{0}$, we have

$$
\begin{align*}
\nabla \cdot \boldsymbol{S} \gamma & =0,\left.\quad(\widehat{\boldsymbol{S}} \gamma-\boldsymbol{S} \gamma) \cdot \boldsymbol{n}\right|_{\mathscr{E}_{h}}=\left.\tau(\mathcal{Z} \gamma-\gamma)\right|_{\mathscr{E}_{h}}=0  \tag{6.29}\\
\nabla \cdot \mathbf{Q} \mathrm{~m} & =0,\left.\quad(\widehat{\mathbf{Q}} \mathrm{~m}-\mathbf{Q} \mathrm{m}) \cdot \boldsymbol{n}\right|_{\mathscr{E}_{h}}=\tau\left(\left.\mathcal{U}(\mathrm{m}-\mathrm{m})\right|_{\mathscr{E}_{h}}=0,\right.  \tag{6.30}\\
\boldsymbol{S} m=\boldsymbol{Z} \mathrm{m} & =0, \quad \widehat{\boldsymbol{S}} \mathrm{~m}=0 . \tag{6.31}
\end{align*}
$$

We only have to show that the only solution $\left(\gamma_{h}, \lambda_{h}\right) \in M_{h} \times M_{h}^{0}$ of the formulation

$$
\begin{aligned}
a_{h}\left(\gamma_{h}, \chi\right)+b_{h}\left(\lambda_{h}, \chi\right) & =0) & \forall \chi \in M_{h} \\
b_{h}\left(\mu, \gamma_{h}\right) & =0 & \forall \mu \in M_{h}^{0}
\end{aligned}
$$

is the trivial one.
To do that, we begin by noting that if we take $\chi:=\gamma_{h}$ and $\mu:=\lambda_{h}$, we obtain that $a_{h}\left(\gamma_{h}, \gamma_{h}\right)=0$ which implies that $Z \gamma_{h}=0$ on $\Omega_{h}$. This implies that $\tau \gamma_{h}=0$ on $\partial \Omega_{h}$, by property (6.29) of Lemma 6.2. We can also see that the second equation implies that $\mathcal{S} \gamma_{h} \cdot \boldsymbol{n}=0$ on $\partial \Omega_{h} \backslash \partial \Omega$. Hence, the first equation defining the first local solver, (2.9a), gives, for any $K \in \Omega_{h}$,

$$
\left(\boldsymbol{S} \gamma_{h}, \boldsymbol{\rho}\right)_{K}=\left\langle\gamma_{h}, \boldsymbol{\rho} \cdot \boldsymbol{n}\right\rangle_{\partial K \backslash e_{K}^{\tau}} \quad \text { for all } \boldsymbol{\rho} \in \mathcal{P}^{k}(K)
$$

Now, taking $\boldsymbol{\rho}:=\boldsymbol{S} \gamma_{h}$, we get that

$$
\left(\boldsymbol{S} \gamma_{h}, \boldsymbol{S} \gamma_{h}\right)_{K}=\left\langle\gamma_{h}, \boldsymbol{S} \gamma_{h} \cdot \boldsymbol{n}\right\rangle_{\left\{\partial K \backslash e_{K}^{\tau}\right\} \cap \partial \Omega}=0,
$$

provided $\left\{\partial K \backslash e_{K}^{\tau}\right\} \cap \partial \Omega=\emptyset$, that is, provide the condition (2.8) in satisfied. This implies that $\mathcal{S} \gamma_{h}=0$ and hence that

$$
\left\langle\gamma_{h}, \boldsymbol{\rho} \cdot \boldsymbol{n}\right\rangle_{\partial K \backslash e_{K}^{\tau}}=0 \quad \text { for all } \boldsymbol{\rho} \in \mathcal{P}^{k}(K)
$$

This implies that $\gamma_{h}=0$ on $\partial K \backslash \eta$ and hence on $\partial K$.
Let us now show that $\lambda_{h}$ is also equal to zero. Since the first equation of the weak formulation is

$$
b_{h}\left(\lambda_{h}, \chi\right)=0 \quad \forall \chi \in M_{h}
$$

we see that $\boldsymbol{\mathcal { Q }} \lambda_{h} \cdot \boldsymbol{n}=0$ on $\partial \Omega_{h}$. If we take $\boldsymbol{v}:=\boldsymbol{\mathcal { Q }} \lambda_{h}$ in the third equation defining the second local solver, $(2.10 \mathrm{c})$, we obtain

$$
\left(\mathbf{Q} \lambda_{h}, \mathbf{Q} \lambda_{h}\right)_{K}=-\left(\mathcal{U} \lambda_{h}, \nabla \cdot \boldsymbol{Q} \lambda_{h}\right)_{K}=0,
$$

by property (6.30) of Lemma 6.2. This implies that $\mathcal{Q} \lambda_{h}=0$ on $K$ and so, the equation (2.10c) becomes, after a simple integration by parts,

$$
-\left(\nabla \mathcal{U} \lambda_{h}, \boldsymbol{v}\right)_{K}=\left\langle\lambda_{h}-\mathcal{U}\left(\lambda_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial K}=\left\langle\lambda_{h}-\mathcal{U} \lambda_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial K \backslash e_{K}^{\tau}}\right.
$$

by property (6.30) of Lemma 6.2. This immediately implies, see Lemma 3.2 in [10] that $\nabla \mathcal{U} \lambda_{h}=0$ on $K$ and that $\mathcal{U} \lambda_{h}=\lambda_{h}$ on $\partial K \backslash e_{K}^{\tau}$ and hence on $\partial K$. As a consequence $\lambda_{h}$ is a constant on $\mathscr{E}_{h}$ and since $\lambda_{h} \in M_{h}^{0}, \lambda_{h}$ is identically equal to zero on $\mathscr{E}_{h}$.

This completes the proof of Theorem 2.1.
6.3. Step 3: Proof of the auxiliary Lemma 6.1. Now let us prove Lemma 6.1.
(i) By taking $\gamma=\chi$, and $\boldsymbol{\rho}=\mathbf{Q} \gamma$ in the definition of the local solvers (2.9a), we have that

$$
\begin{aligned}
\langle\chi, \widehat{\mathbf{Q}} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =\langle\chi,(\widehat{\mathbf{Q}} \gamma-\mathbf{Q} \gamma) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+\langle\chi, \mathbf{Q} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} \\
& =\langle\chi,(\widehat{\mathbf{Q}} \gamma-\mathbf{Q} \gamma) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(\boldsymbol{S} \chi, \mathbf{Q} \gamma)_{\Omega_{h}}+(z \chi, \nabla \cdot \mathbf{Q} \gamma)_{\Omega_{h}} .
\end{aligned}
$$

Then we rewrite the last two terms on the right hand side of the last equality. By taking $\boldsymbol{v}=\boldsymbol{S} \chi$ in the definition (2.9c) and integrating by parts, we obtain that

$$
\begin{aligned}
(\boldsymbol{S} \chi, \mathbf{Q} \gamma)_{\Omega_{h}} & =-(\mathcal{U} \gamma, \nabla \cdot \boldsymbol{S} \chi)_{\Omega_{h}} \\
& =-\langle\mathcal{U} \gamma, \boldsymbol{S} \chi \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(\boldsymbol{S} \chi, \nabla \mathcal{U} \gamma)_{\Omega_{h}} \\
& =\langle(\widehat{\boldsymbol{S}} \chi-\boldsymbol{S} \chi) \cdot \boldsymbol{n}, \mathcal{U} \gamma\rangle_{\partial \Omega_{h}} \\
& =0
\end{aligned}
$$

by Lemma 6.2 (6.29). Using integration by parts and taking $\omega=\mathcal{Z} \chi$ in the definition of the local solvers (2.9d) we get

$$
\begin{aligned}
(z \chi, \nabla \cdot \mathbf{Q} \gamma)_{\Omega_{h}} & =\langle z \chi, \mathbf{Q} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}-(\nabla \not z \chi, \mathbf{Q} \gamma)_{\Omega_{h}} \\
& =-\langle z \chi,(\widehat{\mathbf{Q}} \gamma-\mathbf{Q} \gamma) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+\left(z \chi, \not z^{\prime}\right)_{\Omega_{h}}
\end{aligned}
$$

Hence

$$
\langle\chi, \widehat{\mathbf{Q}} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=(z \chi, z \gamma)_{\Omega_{h}}+\langle\chi-z \chi,(\widehat{\mathbf{Q}} \gamma-\mathbf{Q} \gamma) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}
$$

By Lemma 6.2 (6.29) we have

$$
\left\langle\chi-\boldsymbol{Z} \chi,\left(\widehat{\mathbf{Q}}_{\gamma}-\mathbf{Q} \gamma\right) \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}=\langle\tau(\chi-\mathcal{Z} \chi), \mathcal{U} \gamma\rangle_{\partial \Omega_{h}}=0
$$

so we get

$$
\langle\chi, \widehat{\boldsymbol{Q}} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=(z \chi, z \sim \gamma)_{\Omega_{h}}
$$

(ii) Using Lemma 6.2 (6.30), and taking $\gamma=\chi$ and $\boldsymbol{\rho}=\mathbf{Q} \lambda$ in the definition of the local solvers (2.9a), we have that

$$
\begin{aligned}
\langle\chi, \widehat{\boldsymbol{Q}} \mathrm{m} \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =\langle\chi, \mathbf{Q} \mathrm{m} \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} \\
& =(\boldsymbol{S} \chi, \mathbf{Q} \mathrm{m})_{\Omega_{h}}+(\mathcal{z} \chi, \nabla \cdot \mathbf{Q} \mathrm{m})_{O} h \\
& =(\boldsymbol{S} \chi, \mathbf{Q} \mathrm{m})_{\Omega_{h}} .
\end{aligned}
$$

Then in the definition of the local solvers (2.10c) taking $\boldsymbol{v}=\boldsymbol{S} \chi$, we get

$$
\langle\chi, \widehat{\boldsymbol{Q}} \mathrm{m} \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\langle\mathrm{m}, \boldsymbol{S} \chi \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}-(\mathcal{U}, \nabla \cdot \boldsymbol{S} \chi)_{\Omega_{h}} .
$$

From Lemma 6.2 (6.30) we know that $\nabla \cdot \boldsymbol{S} \chi=0$. Hence

$$
\langle\chi, \widehat{\boldsymbol{Q}} \mathrm{m} \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\langle\mathrm{m}, \boldsymbol{s} \chi \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}
$$

(iii) Taking $\gamma=\chi$ and $\boldsymbol{\rho}=\mathbf{Q} f$ in the definition of the local solvers (2.9a), we get

$$
\begin{aligned}
\langle\chi, \widehat{\mathbf{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =\langle\chi,(\widehat{\mathbf{Q}} f-\mathbf{Q} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+\langle\chi, \mathbf{Q} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} \\
& =\langle\chi,(\widehat{\mathbf{Q}} f-\mathbf{Q} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(\boldsymbol{S} \chi, \mathbf{Q} f)_{\Omega_{h}}+(z \chi, \nabla \cdot \mathbf{Q} f)_{\Omega_{h}} .
\end{aligned}
$$

Taking $\boldsymbol{v}=\boldsymbol{S} \chi$ in the definition of the local solvers (2.11c), we get

$$
(\mathcal{S} \chi, \mathcal{Q} f)_{\Omega_{h}}=-(\mathcal{U} \chi, \nabla \cdot \boldsymbol{S} \chi)_{\Omega_{h}}=0
$$

by Lemma 6.2 (6.29). So we have

$$
\begin{aligned}
\langle\chi, \widehat{\mathfrak{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =\langle\chi,(\widehat{\mathbf{Q}} f-\mathbf{Q} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(z \chi, \nabla \cdot \mathbf{Q} f)_{\Omega_{h}} \\
& =\langle\chi,(\widehat{\mathbf{Q}} f-\mathbf{Q} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+\langle\not \approx \chi, \mathbf{Q} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}-(\nabla Z \chi, \mathbf{Q} f)_{\Omega_{h}}
\end{aligned}
$$

by using integration by parts. Then using the definition of the local solvers (2.11d) by taking $\omega=\approx \chi$

$$
\begin{aligned}
\langle\chi, \widehat{\boldsymbol{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}= & \langle\chi,(\widehat{\mathbf{Q}} f-\mathbf{Q} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+\langle z \chi, \mathbf{Q} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} \\
& -\langle z \chi, \widehat{\mathbf{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(z f, z \chi)_{\Omega_{h}} \\
= & \langle\chi-z \chi,(\widehat{\mathbf{Q}} f-\mathbf{Q} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(z f, \not \approx \chi)_{\Omega_{h}}
\end{aligned}
$$

From the definition (2.11f) and Lemma 6.2 (6.29) we get that

$$
\left.\langle\chi-z \chi,(\widehat{\boldsymbol{Q}} f-\boldsymbol{Q} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\langle\tau(\chi-z \chi), \mathcal{U} f)\right\rangle_{\partial \Omega_{h}}+(\nsim f, z \chi)_{\Omega_{h}}=0
$$

Hence

$$
\langle\chi, \widehat{\boldsymbol{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=(\not z f, z \chi)_{\Omega_{h}}
$$

Then we use the definition of the local solvers (2.9d) by taking $\gamma=\chi$ and $\omega=\mathcal{Z} f$, and we obtain that

$$
\begin{aligned}
\langle\chi, \widehat{\mathbf{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =\langle\widehat{\mathbf{Q}} \chi \cdot \boldsymbol{n}, z f\rangle_{\partial \Omega_{h}}-(\mathbf{Q} \chi, \nabla z f)_{\Omega_{h}} \\
& =\langle(\widehat{\mathbf{Q}} \chi-\mathbf{Q} \chi) \cdot \boldsymbol{n}, z f\rangle_{\partial \Omega_{h}}+(\nabla \cdot \mathbf{Q} \chi, z f)_{\Omega_{h}}
\end{aligned}
$$

by integration by parts. Taking $\boldsymbol{\rho}=\boldsymbol{\mathcal { Q }} \chi$ in the definition of the local solvers (2.11a) and taking $(\gamma, \boldsymbol{v})=(\chi, \mathcal{S} f)$ in the definition (2.9c), we get that

$$
\begin{aligned}
(\nabla \cdot \boldsymbol{Q} \chi, \mathcal{U} f)_{\Omega_{h}} & =-(\boldsymbol{S} f, \boldsymbol{Q} \chi)_{\Omega_{h}} \\
& =(\mathcal{U} \chi, \nabla \cdot \boldsymbol{S} f \\
& =\langle\mathcal{U} \chi, \boldsymbol{S} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}-(\nabla \mathcal{U} \chi, \boldsymbol{S} f)_{\Omega_{h}} \\
& =\langle\mathcal{U} \chi,(\boldsymbol{S} f-\widehat{\boldsymbol{S}} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(f, \mathcal{U} \chi)_{\Omega_{h}}
\end{aligned}
$$

by integrating by parts and then taking $\eta=\mathcal{U} \chi$ in the definition of the local solvers (2.11b). Therefore

$$
\langle\chi, \widehat{\mathbf{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\langle(\widehat{\boldsymbol{Q}} \chi-\mathbf{Q} \chi) \cdot \boldsymbol{n}, Z \sim f\rangle_{\partial \Omega_{h}}+\langle\mathcal{U} \chi,(\boldsymbol{\mathcal { S }} f-\widehat{\boldsymbol{\mathcal { S }}} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(f, \mathcal{U} \chi)_{\Omega_{h}}
$$

From the definitions (2.9f) and (2.11e) we get

$$
\langle(\widehat{\mathbf{Q}} \chi-\mathbf{Q} \chi) \cdot \boldsymbol{n}, \nsim f\rangle_{\partial \Omega_{h}}+\langle\mathcal{U} \chi,(\boldsymbol{S} f-\widehat{\boldsymbol{S}} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\langle\tau \mathcal{U} \chi, \not \approx f\rangle_{\partial \Omega_{h}}-\langle\mathcal{U} \chi, \tau \mathcal{U} f\rangle_{\partial \Omega_{h}}=0
$$

So we get

$$
\langle\chi, \widehat{\boldsymbol{Q}} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=(f, \mathcal{U} \chi)_{\Omega_{h}}
$$

(iv) From Lemma 6.2 (6.30) we have that

$$
\langle\mu, \widehat{\boldsymbol{\delta}} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\langle\mu, \boldsymbol{S} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}
$$

Then taking $\mathrm{m}=\mu$ and $\boldsymbol{v}=\boldsymbol{S} \gamma$ in the definition of the local solvers (2.10c), we get

$$
\begin{aligned}
\langle\mu, \widehat{\boldsymbol{S}} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =(\mathbf{Q} \mu, \boldsymbol{S} \gamma)_{\Omega_{h}}+(\mathcal{U} \mu, \nabla \cdot \boldsymbol{S} \gamma)_{\Omega_{h}} \\
& =(\mathbf{Q} \mu, \boldsymbol{S} \gamma)_{\Omega_{h}}
\end{aligned}
$$

by Lemma 6.2 (6.29). Taking $\boldsymbol{\rho}=\boldsymbol{Q} \mu$ in the definition of the local solvers (2.9a), we obtain

$$
\begin{aligned}
\langle\mu, \widehat{\boldsymbol{\delta}} \gamma \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} & =\langle\gamma, \boldsymbol{Q} \mu \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}-(z \gamma, \nabla \cdot \boldsymbol{Q} \gamma)_{\Omega_{h}} \\
& =\langle\gamma, \boldsymbol{Q} \mu \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}
\end{aligned}
$$

by Lemma 6.2 (6.30).
(v) By Lemma 6.2 (6.31) we have $\langle\mu, \widehat{\boldsymbol{S}} \mathrm{m} \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=0$.
(vi) Using the definition of the local solvers (2.10c) by taking $\mathrm{m}=\mu$ and $\boldsymbol{v}=\boldsymbol{S} f$, we get

$$
\begin{aligned}
\langle\mu, \widehat{\boldsymbol{S}} f\rangle_{\partial \Omega_{h}} & =\langle\mu,(\widehat{\boldsymbol{S}} f-\boldsymbol{S} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+\langle\mu, \boldsymbol{S} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} \\
& =\langle\mu,(\widehat{\mathcal{S}} f-\boldsymbol{S} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(\mathbf{Q} \mu, \boldsymbol{S} f)_{\Omega_{h}}+(\mathcal{U} \mu, \nabla \cdot \boldsymbol{S} f)_{\Omega_{h}}
\end{aligned}
$$

Using the definition of the local solvers (2.11a) by taking $\boldsymbol{\rho}=\boldsymbol{Q} \mu$ and Lemma 6.2 (6.30), we get

$$
(\mathbf{Q} \mu, \boldsymbol{S} f)_{\Omega_{h}}=(Z \mathcal{Z} f, \nabla \cdot \boldsymbol{Q} \mu)_{\Omega_{h}}=0
$$

Hence

$$
\begin{aligned}
\langle\mu, \widehat{\boldsymbol{S}} f\rangle_{\partial \Omega_{h}} & =\langle\mu,(\widehat{\mathfrak{S}} f-\boldsymbol{S} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+(\mathcal{U} \mu, \nabla \cdot \boldsymbol{S} f)_{\Omega_{h}} \\
& =\langle\mu,(\widehat{\boldsymbol{S}} f-\boldsymbol{S} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+\langle\mathcal{U} \mu, \boldsymbol{S} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}-(\nabla \mathcal{U} \mu, \boldsymbol{S} f)_{\Omega_{h}}
\end{aligned}
$$

by integrating by parts. Then taking $\eta=\mathcal{U} \mu$ in the definition of the local solvers (2.11b), we have

$$
\begin{aligned}
\langle\mu, \widehat{\boldsymbol{S}} f\rangle_{\partial \Omega_{h}}= & \langle\mu,(\widehat{\boldsymbol{S}} f-\boldsymbol{S} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}+\langle\mathcal{U} \mu, \boldsymbol{S} f \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}} \\
& +(f, \mathcal{U} \mu)_{\Omega_{h}}-\langle\widehat{\boldsymbol{S}} f \cdot \boldsymbol{n}, \mathcal{U} \mu\rangle_{\partial \Omega_{h}} \\
= & (f, \mathcal{U} \mu)_{\Omega_{h}}+\langle\mu-\mathcal{U} \mu,(\widehat{\boldsymbol{S}} f-\boldsymbol{S} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}
\end{aligned}
$$

Note that by Lemma 6.2 (6.30)

$$
\langle\mu-\mathcal{U} \mu,(\widehat{\boldsymbol{S}} f-\boldsymbol{S} f) \cdot \boldsymbol{n}\rangle_{\partial \Omega_{h}}=\langle\tau(\mu-\mathcal{U} \mu), \not \approx f\rangle_{\partial \Omega_{h}}=0
$$

so we have

$$
\langle\mu, \widehat{\boldsymbol{\mathcal { S }}} f\rangle_{\partial \Omega_{h}}=(f, \mathcal{U} \mu)_{\Omega_{h}} .
$$

This completes the proof of Lemma 6.1.

Appendix II: An $L^{\infty}$ estimate for the SFH approximation of the flux
In this section we obtain pointwise bounds for the SFH approximation to the following problem.

$$
\begin{align*}
\boldsymbol{p}+\nabla w=0 & \text { in } \Omega  \tag{6.32a}\\
\nabla \cdot \boldsymbol{p}=f & \text { in } \Omega  \tag{6.32b}\\
w=g & \text { on } \partial \Omega . \tag{6.32c}
\end{align*}
$$

We assume that $\Omega$ is a convex polyhedral domain in dimension $d$ and that the data $f$ and $g$ are sufficiently smooth. We note that the reason we assume $\Omega$ is convex is that we will use $H^{2}$ regularity results and estimates for the first derivative of the corresponding Green's function which hold in convex domains; see for example [16]. Moreover, we require that the family of meshes $\left\{\Omega_{h}\right\}$ be quasi-uniform.

We now state our main result.
Theorem 6.3. Let $\boldsymbol{p}$ solve (6.32) and suppose that $\boldsymbol{p}_{h}$ is the SFH approximation to $\boldsymbol{p}$. Then, there exists a $C>0$ independent of $h$ such that

$$
\left\|\boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{L^{\infty}(\Omega)} \leq C\left(\|\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}\|_{L^{\infty}(\Omega)}+l(k) h\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{L^{\infty}\left(\Omega_{h}\right.}\right)
$$

where $l(k)=1$ if $k \geq 1$ and $l(k)=\log \left(\frac{1}{h}\right)$ if $k=0$.
This result is very similar to the result contained in [17] for conforming mixed methods. In fact, we will follow very closely their techniques to prove the above theorem. Note that the estimates are quasi-optimal if $k=0$ since a logarithmic factor appears in the estimate, which is the reason logarithmic factors appear in Theorem 4.2. Before proving the above theorem we gather some preliminary results.

## 7. Preliminary Results

In this section we gather some preliminary results that were stated in [17]. We start defining the weight function $\sigma$ which will allow us to convert $L^{\infty}(\Omega)$ estimates to weighted $L^{2}$ estimates.

$$
\sigma(x)=\left(\left|x-x_{0}\right|+\theta^{2}\right)^{1 / 2}
$$

where $\theta=C^{*} h$ and $C^{*} \geq 1$ and $x_{0} \in \Omega$ is fixed.
Here we list some properties of $\sigma$.
Proposition 7.1. Let $K \in \Omega_{h}$ then there exists a $C$ independent of $h$ and $K$ such that

$$
\begin{align*}
& \max _{x \in K} \sigma(x) \leq C \min _{x \in K} \sigma(x)  \tag{7.33}\\
& \left|\partial^{i} \sigma^{\alpha}(x)\right| \leq C\left|\sigma^{\alpha-i}(x)\right| \tag{7.34}
\end{align*}
$$

The weighted $L^{2}$ norm is given by

$$
\left\|D^{i} v\right\|_{\sigma^{\alpha}}^{2}=\sum_{K \in \Omega_{h}} \sum_{\lambda=i}\left(\sigma^{\alpha} \partial^{\lambda} v, \partial^{\lambda} v\right) .
$$

Proposition 7.2. Let $\omega \in H_{h}^{j+1}\left(\Omega_{h}\right)$ and $\boldsymbol{v} \in\left[H_{h}^{j+1}\left(\Omega_{h}\right)\right]^{N}$, then

$$
\begin{equation*}
\|\omega-\mathbb{P} \omega\|_{\sigma^{\alpha}} \leq h^{j+1}\left\|D^{j+1} \omega\right\|_{\sigma^{\alpha}} \tag{7.35}
\end{equation*}
$$

$$
\begin{equation*}
\|\boldsymbol{v}-\boldsymbol{\Pi} \boldsymbol{v}\|_{\sigma^{\alpha}}+h\|\nabla(\boldsymbol{v}-\boldsymbol{\Pi} \boldsymbol{v})\|_{\sigma^{\alpha}} \leq h^{j+1}\left\|D^{j+1} \boldsymbol{v}\right\|_{\sigma^{\alpha}} . \tag{7.36}
\end{equation*}
$$

If $\boldsymbol{v} \in \boldsymbol{V}_{h}$ and $\beta \in \mathbb{R}$, then

$$
\begin{equation*}
\left\|\sigma^{\beta} \boldsymbol{v}-\boldsymbol{\Pi}\left(\sigma^{\beta} \boldsymbol{v}\right)\right\|_{\sigma^{\alpha}} \leq C\left(\frac{h}{\theta}\right)\|\boldsymbol{v}\|_{\sigma^{\alpha+2 \beta}} \tag{7.37}
\end{equation*}
$$

The following results will be used to compare $L^{\infty}(\Omega)$ and weighted $L^{2}$ norms.

## Proposition 7.3.

$$
\begin{equation*}
\|v\|_{\sigma^{-\alpha}} \leq C\|v\|_{L^{\infty}\left(\Omega_{h}\right)} M, \quad \text { for } v \in L^{\infty}\left(\Omega_{h}\right) \tag{7.38}
\end{equation*}
$$

where

$$
M= \begin{cases}\theta^{(d-\alpha) / 2} & \text { for } \alpha>d \\ |\log \theta|^{1 / 2} & \alpha=d\end{cases}
$$

If $\max _{x \in \Omega}|v(x)|=\left|v\left(x_{0}\right)\right|$, then

$$
\begin{equation*}
\|v\|_{L^{\infty}\left(\Omega_{h}\right)} \leq C\left(\frac{\theta^{\alpha}}{h^{d}}\right)^{1 / 2}\|v\|_{\sigma^{-\alpha}}, \quad v \in W^{h} \tag{7.39}
\end{equation*}
$$

The following result is given in ([17], Lemma 3.1).
Proposition 7.4. For every $\omega \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ we have

$$
\left\|D^{2} \omega\right\|_{\sigma^{d}}+\|D \omega\|_{\sigma^{d-2}} \leq C\left(\frac{|\log \theta|^{1 / 2}}{\theta}\right)\|\Delta \omega\|_{\sigma^{d+2}}
$$

The following result can be found in ([17], Lemma 3.2).
Proposition 7.5. Let $\beta \in H(\operatorname{div}, \Omega)$ and suppose that $\omega \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ solve $-\triangle \omega=\nabla \cdot \beta$. Then, for $0<\alpha<2$

$$
\left\|D^{2} \omega\right\|_{\sigma^{d+\alpha}} \leq C(\alpha)\left(\|\nabla \cdot \beta\|_{\sigma^{d+\alpha}}+\frac{1}{\theta}\|\beta\|_{\sigma^{d+\alpha}}\right)
$$

If $\alpha=2$, then

$$
\left\|D^{2} \omega\right\|_{\sigma^{d+2}}+\|D \phi\|_{\sigma^{d}} \leq C\left(\|\nabla \cdot \beta\|_{\sigma^{d+2}}+\frac{|\log \theta|}{\theta}\|\beta\|_{\sigma^{d+2}}\right)
$$

The proof of this result can be found in [17] and relies on $H^{2}$ regularity and estimates of the first derivative of the Greens function. These two properties hold if $\Omega$ is convex; see [16].

We end this section by writing the error equations that we will use.

$$
\begin{align*}
\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{v}\right)_{\Omega_{h}}- & \left(\mathbb{P} w-w_{h}, \nabla \cdot \boldsymbol{v}\right)_{\Omega_{h}}+\left\langle w-\widehat{w}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega_{h}}=0  \tag{7.40}\\
& -\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \nabla \omega\right)_{\Omega_{h}}+\left\langle\left(\boldsymbol{p}-\widehat{\boldsymbol{p}}_{h}\right) \cdot \boldsymbol{n}, \omega\right\rangle_{\partial \Omega_{h}}=0 \tag{7.41}
\end{align*}
$$

for all $(\boldsymbol{v}, \omega) \in \boldsymbol{V}_{h} \times W_{h}$.

## 8. Proof of Theorem 6.3

We let $0<\alpha<2$ be a fix number. Let $x_{0}$ be such that $\left|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right|$ attains its maximum. Then, by (7.39) we get

$$
\begin{equation*}
\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{L^{\infty}(\Omega)} \leq C \theta^{\alpha / 2}\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}} \tag{8.42}
\end{equation*}
$$

where we used that $\theta \leq h$. We first bound $\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}$. Now set $\boldsymbol{\psi}:=$ $\sigma^{-(\alpha+d)}\left(\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right)$. We note that it follows from the analysis in [10] that $\left(\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right) \in$ $H(\operatorname{div}, \Omega)$, and, in fact, $\nabla \cdot\left(\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right)=0$. Therefore, $\boldsymbol{\psi} \in H(\operatorname{div}, \Omega)$.

Then, we easily see that

$$
\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}^{2}=T_{1}+T_{2}+T_{3} .
$$

where

$$
\begin{aligned}
& T_{1}=(\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}, \boldsymbol{\psi})_{\Omega_{h}} \\
& T_{2}=\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\right)_{\Omega_{h}} \\
& T_{3}=\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi} \boldsymbol{\psi}\right)_{\Omega_{h}}
\end{aligned}
$$

We now proceed to bound each of these terms. The first estimate follows easily from the Cauchy-Schwarz inequality, the definition of $\psi$ and Young's inequality.

$$
T_{1} \leq\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{\sigma^{-(\alpha+d)}}\|\boldsymbol{\psi}\|_{\sigma^{\alpha+d}} \leq \frac{1}{2}\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}^{2}+C\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{\sigma^{-(\alpha+d)}}^{2}
$$

If we apply the Cauchy-Schwarz inequality and then (7.37) we get

$$
\begin{aligned}
T_{2} & \leq C\left\|\boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}\|\boldsymbol{\psi}-\boldsymbol{\Pi} \boldsymbol{\psi}\|_{\sigma^{(\alpha+d)}} \\
& \leq C\left(\frac{h}{\theta}\right)\left\|\boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}} \\
& \leq C\left(\frac{h}{\theta}\right)\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}^{2}+C\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{\sigma^{-(\alpha+d)}}^{2}
\end{aligned}
$$

where we used that $h \leq \theta$.
In order to estimate $T_{3}$ we define $\phi \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$ as the function that satisfies $\Delta \phi=\nabla \cdot \psi$. If we define $\Gamma:=\psi-\nabla \phi$, then it is clear that $\nabla \cdot \Gamma=0$. It then follows from estimate (vi) of Proposition 3.1 that $\boldsymbol{\Pi} \Gamma=\Pi_{k}^{\mathrm{RT}} \Gamma$, where $\boldsymbol{\Pi}_{k}^{\mathrm{RT}}$ is the Raviart-Thomas projection of degree $k$. Therefore, $\Pi \Gamma \in H(\operatorname{div}, \Omega)$ and $\nabla \cdot \boldsymbol{\Pi} \Gamma=0$. Hence,

$$
\begin{aligned}
T_{3} & =\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi} \nabla \phi\right)_{\Omega_{h}}+\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \Pi Г\right)_{\Omega_{h}} \\
& =\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi} \nabla \phi\right)_{\Omega_{h}},
\end{aligned}
$$

where we used that $\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi}\right)_{\Omega_{h}}=0$ which follows from (7.40).
After a simple algebraic manipulations we have

$$
\begin{aligned}
T_{3}= & \left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi} \nabla \phi\right)_{\Omega_{h}} \\
= & \left(\boldsymbol{p}-\boldsymbol{p}_{h}, \nabla \phi\right)_{\Omega_{h}}+\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi} \nabla \phi-\nabla \phi\right)_{\Omega_{h}} \\
= & \left(\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}, \nabla \phi\right)_{\Omega_{h}}+(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}, \nabla \phi)_{\Omega_{h}} \\
& +\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi} \nabla \phi-\nabla \phi\right)_{\Omega_{h}} \\
= & (\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}, \nabla \phi)_{\Omega_{h}}+\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi} \nabla \phi-\nabla \phi\right)_{\Omega_{h}} .
\end{aligned}
$$

In the last equation we used integration by parts and used the fact that $\phi=0$ on $\partial \Omega$ to show that

$$
\left(\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}, \nabla \phi\right)_{\Omega_{h}}=-\left(\nabla \cdot\left(\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right), \phi\right)_{\Omega_{h}}=0
$$

where we used that $\nabla \cdot\left(\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right)=0$. We can now simplify $(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}, \nabla \phi)_{\Omega_{h}}$.
If we use the property (3.16a) of $\Pi$ we get

$$
\begin{aligned}
(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}, \nabla \phi)_{\Omega_{h}}= & (\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}, \nabla(\phi-\mathbb{P} \phi))_{\Omega_{h}} \\
= & -(\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}), \phi-\mathbb{P} \phi)_{\Omega_{h}} \\
& +\langle(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}) \cdot \boldsymbol{n}, \phi-\mathbb{P} \phi\rangle_{\partial \Omega_{h}} \\
= & -(\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}), \phi-\mathbb{P} \phi)_{\Omega_{h}}
\end{aligned}
$$

In the last equation we used

$$
\langle(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}) \cdot \boldsymbol{n}, \phi-\mathbb{P} \phi\rangle_{\partial \Omega_{h}}=0
$$

which can be deduced by using Proposition 3.1 and the fact that $\phi=0$ on $\partial \Omega$. Hence,

$$
T_{3}=T_{4}+T_{5}
$$

where

$$
\begin{aligned}
& T_{4}:=\left(\boldsymbol{p}-\boldsymbol{p}_{h}, \boldsymbol{\Pi} \nabla \phi-\nabla \phi\right)_{\Omega_{h}} \\
& T_{5}:=-(\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p}), \phi-\mathbb{P} \phi)_{\Omega_{h}}
\end{aligned}
$$

If we apply (7.36) and Proposition 7.5 we get

$$
\begin{aligned}
T_{4} & \leq\left\|\boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}\|\nabla \phi-\boldsymbol{\Pi} \nabla \phi\|_{\sigma^{\alpha+d}} \\
& \leq C h\left\|\boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}\left\|D^{2} \phi\right\|_{\sigma^{\alpha+d}} \\
& \leq C h\left\|\boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}\left(\|\nabla \cdot \boldsymbol{\psi}\|_{\sigma^{\alpha+d}}+\frac{1}{\theta}\|\boldsymbol{\psi}\|_{\sigma^{\alpha+d}}\right) .
\end{aligned}
$$

We can easily show using the definitions of $\boldsymbol{\psi}, \sigma$ and inequality (7.34) that

$$
\|\nabla \cdot \boldsymbol{\psi}\|_{\sigma^{\alpha+d}}+\frac{1}{\theta}\|\boldsymbol{\psi}\|_{\sigma^{\alpha+d}} \leq \frac{C}{\theta}\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}
$$

Since we will need this estimate later we note here that we showed

$$
\begin{equation*}
\left\|D^{2} \phi\right\|_{\sigma^{\alpha+d}} \leq C\left(\frac{h}{\theta}\right)\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}} \tag{8.43}
\end{equation*}
$$

Therefore,

$$
T_{4} \leq C\left(\frac{h}{\theta}\right)\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}^{2}+\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{\sigma^{-(\alpha+d)}}^{2}
$$

where we used that $\theta \leq h$. By the estimates for $T_{1}, T_{2}, T_{3}$ and $T_{4}$ and taking $C^{*}=\frac{\theta}{h}$ sufficiently large we get

$$
\begin{equation*}
\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}^{2} \leq C\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{\sigma^{-(\alpha+d)}}^{2}+C T_{5} \tag{8.44}
\end{equation*}
$$

The estimate of $T_{5}$ will be different in the case of $k \geq 1$ and $k=0$. We first assume that $k \geq 1$. In this case, by using (7.35) and (8.43) we get

$$
\begin{aligned}
T_{5} & \leq C h^{2}\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{\sigma^{-(\alpha+d)}}\left\|D^{2} \phi\right\|_{\sigma^{\alpha+d}} \\
& \leq \frac{h^{2}}{\theta}\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{\sigma^{-(\alpha+d)}}\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}} \\
& \leq \delta\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}^{2}+\frac{C h^{2}}{\delta}\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{\sigma^{-(\alpha+d)}}^{2}
\end{aligned}
$$

where $\delta>0$ is arbitrary. By using (8.44) and by taking $\delta$ sufficiently small we get

$$
\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{-(\alpha+d)}}^{2} \leq C\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{\sigma^{-(\alpha+d)}}^{2}+C h^{2}\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{\sigma^{-(\alpha+d)}}^{2}
$$

If we then apply (8.42) we get

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{L^{\infty}(\Omega)}^{2} & \leq C \theta^{\alpha}\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{\sigma^{-(\alpha+d)}}^{2}+C h^{2} \theta^{\alpha}\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{\sigma^{-(\alpha+d)}}^{2} \\
& \leq C\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{L^{\infty}(\Omega)}^{2}+C h^{2}\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{L^{\infty}\left(\Omega_{h}\right)}^{2}
\end{aligned}
$$

In the last inequality we used (7.38). This completes the proof in the case that $k \geq 1$. Now we assume that $k=0$ and proceed to estimate $T_{5}$. In this case, we apply Proposition 7.5 to get

$$
\begin{aligned}
T_{5} & \leq C h\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{\sigma^{-d}}\|D \phi\|_{\sigma^{d}} \\
& \leq C h\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{\sigma^{-d}}\left(\|\nabla \cdot \boldsymbol{\psi}\|_{\sigma^{2+d}}+\frac{|\log (\theta)|^{1 / 2}}{\theta}\|\boldsymbol{\psi}\|_{\sigma^{2+d}}\right) \\
& \leq \frac{C|\log (\theta)|^{1 / 2} h}{\theta}\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{\sigma^{-d}}\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{\sigma^{2-d-2 \alpha}}
\end{aligned}
$$

In the last inequality we used the definition of $\boldsymbol{\psi}$ and (7.34). If we let $\alpha>1$ and apply (7.38) we get

$$
T_{5} \leq \frac{C|\log (\theta)| h}{\theta^{\alpha}}\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{L^{\infty}\left(\Omega_{h}\right)}\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{L^{\infty}(\Omega)}
$$

If we now use (8.44), (8.42) and (7.38) we have

$$
\begin{aligned}
\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{L^{\infty}(\Omega)}^{2} \leq & C\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}\|_{L^{\infty}(\Omega)}^{2} \\
& +C|\log (h)| h\|\nabla \cdot(\boldsymbol{p}-\boldsymbol{\Pi} \boldsymbol{p})\|_{L^{\infty}\left(\Omega_{h}\right)}\left\|\boldsymbol{\Pi} \boldsymbol{p}-\boldsymbol{p}_{h}\right\|_{L^{\infty}(\Omega)}
\end{aligned}
$$

The result follows if we use Young's inequality.

## References

[1] D. N. Arnold and F. Brezzi, Mixed and nonconforming finite element methods: implementation, postprocessing and error estimates, RAIRO Modél. Math. Anal. Numér. 19 (1985), 7-32.
[2] I. Babuška, Finite element method for domains with corners, Computing 6 (1970), 264-273.
[3] I. Babušska, J. Osborn, and J. Pitkaranta, Analysis of mixed methods using mesh dependent norms, Math. Comp. 35 (1980), no. 152, 1039-1062.
[4] C. Bacuta,V. Nistor and L. Zikatanov, Improving the rate of convergence of 'high order finite elements' on polygons and domains with cusps, Numer. Math. 100 (2005), no. 2, 165-184.
[5] G. A. Baker, Finite element methods for elliptic equations using nonconforming elements, Math. Comp. 31 (1977), 45-59.
[6] H. Blum and R. Rannacher, On the boundary value problem of the biharmonic operator on domains with angular corners, Math. Methods Appl. Sci. 2 (1980), 556-581.
[7] S.C. Brenner and L.-Y. Sung, $C^{0}$ interior penalty methods for fourth order elliptic boundary value problems on polygonal domains, J. Sci. Comput. 22/23 (2005), 83-118. MR MR2142191 (2005m:65258)
[8] P. Ciarlet, The finite element method for elliptic problems, North-Holland, Armsterdam, 1978.
[9] P.G. Ciarlet and P.-A. Raviart, A mixed finite element method for the biharmonic equation, Mathematical aspects of finite elements in partial differential equations (Proc. Sympos., Math. Res. Center, Univ. Wisconsin, Madison, Wis., 1974) (1974), 125-145.
[10] B. Cockburn, B. Dong, and J. Guzmán, A superconvergent LDG-hybridizable Galerkin method for second-order elliptic problems, Math. Comp. 77 (2008), 1887-1916.
[11] B. Cockburn, J. Gopalakrishnan, and R. Lazarov, Unified hybridization of discontinuous Galerkin, mixed and continuous Galerkin methods for second order elliptic problems, SIAM J. Numer. Anal., to appear.
[12] B. Cockburn, J. Guzmán, and H. Wang, Superconvergent discontinuous Galerkin methods for second-order elliptic problems, Math. Comp. 78 (2009), 1-24.
[13] M.I. Comodi, The Hellan-Herrmann-Johnson method: some new error estimates and postprocessing, Math. Comp. 52 (1989), 17-29.
[14] G. Engel, K. Garikipati, J. T. R. Hughes, M.G. Larson, L. Mazzei, and R.L. Taylor, Continuous/discontinuous finite element approximations of fourth-order elliptic problems in structural and continuum mechanics with applications to thin beams and plates, and strain gradient elasticity, Comput. Methods Appl. Mech. Engng. 191 (2002), 3669-3750.
[15] R.S. Falk, Approximation of the biharmonic equation by a mixed finite element method, SIAM J. Numer. Anal. 15 (1978), no. 3, 556-567. MR MR0478665 (57 \#18142)
[16] S. From, Potential space estimates for green potentials in convex domains, Proc. Amer. Math. Soc. 119 (1993), 225-233.
[17] L. Gastaldi and R.H. Nochetto, Sharp maximum norm error estimates for general mixed finite element approximations to second order elliptic equations, RAIRO Modél. Math. Anal. Numér. 23 (1989), 103-128.
[18] R. Glowinski and O. Pironneau, Numerical methods for the first biharmonic equation and the two-dimensional Stokes problem, SIAM Rev. 21 (1979), no. 2, 167-212. MR MR524511 (80e:65101)
[19] P. Grisvard, Elliptic problems in nonsmooth domains, Monographs and Studies in Mathematics, 24, Pitman, Boston, 1985.
[20] Igor Mozolevski and Endre Süli, A priori error analysis for the hp-version of the discontinuous Galerkin finite element method for the biharmonic equation, Comput. Methods Appl. Math. 3 (2003), no. 4, 596-607 (electronic). MR MR2048235 (2005c:65106)
[21] Igor Mozolevski, Endre Süli, and Paulo R. Bösing, hp-version a priori error analysis of interior penalty discontinuous Galerkin finite element approximations to the biharmonic equation, J. Sci. Comput. 30 (2007), no. 3, 465-491. MR MR2295480 (2008c:65341)
[22] G. Raugel, Résolution numérique par une méthode d'éléments finis du problème de Dirichlet pour le laplacien dans un polygone, ( French) C. R. Acad. Sci. Paris Sér. A-B 286 (1978), no. 18, A791-A794.
[23] R. Scholz, Approximation von sattelpunkten mit finiten elementen, Finite Elemente (Tagung, Univ. Bonn, Bonn, 1975) (1976), no. 89, 53-66.
[24] _, A mixed method for 4 th order problems using linear finite elements, RAIRO Modél. Math. Anal. Numér. 12 (1978), no. 1, 85-90.
[25] Rolf Stenberg, Postprocessing schemes for some mixed finite elements, RAIRO Modél. Math. Anal. Numér. 25 (1991), 151-167.
[26] Endre Süli and Igor Mozolevski, hp-version interior penalty DGFEMs for the biharmonic equation, Comput. Methods Appl. Mech. Engrg. 196 (2007), no. 13-16, 1851-1863. MR MR2298696 (2008c:65350)
(B. Cockburn) 127 Vincent Hall, 206 Church St SE, University of Minnesota, MinNEAPOLIS, MN 55455, USA

E-mail address: cockburn@math.umn.edu
(B. Dong) 182 George St, Box F, Providence, RI 02912, USA

E-mail address: bo_dong@brown.edu
(J. Guzmán) 127 Vincent Hall, 206 Church St SE, University of Minnesota, MinneapoLIS, MN 55455, USA

E-mail address: guzma033@umn.edu


[^0]:    1991 Mathematics Subject Classification. 65M60,65N30,35L65.
    Key words and phrases. discontinuous Galerkin methods, hybridization, superconvergence, biharmonic problems.

    The first author was supported in part by the National Science Foundation (Grant DMS0411254) and by the University of Minnesota Supercomputing Institute. The third author was supported by an NSF Mathematical Science Postdoctoral Research Fellowship (DMS-0503050).

