Radon-Nikodym Theorem and Conditional Expectation

February 13, 2002

Conditional expectation reflects the change in unconditional probabilities due to some auxiliary
information. The latter is represented by a sub-g-algebra G of the basic o-algebra of an underlying
probability space (€2, F,P). Note that, the conditional expectation of random variable X, given the
o-algebra G, denoted by E(X|G), is itself a (G-measurable) random variable.

1 Some preliminary functional analysis

Let X be a vector space. A norm on X is a function || - || : X — [0, 00) such that
1. ||z|| = 0 if and only if x = 0.
2. |lz +yll < llzfl + flyll, for all z,y € X.
3. || Az]| = |A| - ||z, for all z € X.

The space (X, || - ||) is said to be a normed vector space. The norm naturally defines a metric
on space X.

Definition: A normed vector space (X, || - ||) is said to be a Banach space if it is complete with
respect to the norm-metric.

Remark: A sequence {x,} C X is said to be a cauchy sequence if for any € > 0, there exists N € N
such that ||z, — x| < € for all m,n > N. A metric space is complete if any Cauchy sequence
converges.

Lemma: A normed vector space (X, ||-||) is complete if and only if for every sequence {z, }nen € X
with property
o0
> llaall < oo,
n=1

the sequence S, = » ', x; converges.

n

Proof. “=". Suppose X is complete, and > ¥ ||z, < co. Then with S, = >7% 4

see that {5} is a Caushy sequence since

Tj, 1t 1s easy to

n n
180 = Sl = IS 5l < 37 gl = 0, as m,n— oo,
Jj=m j=m



Hence {S,} converges since X is complete.
“<”. Let {z,,} C X be a Cauchy sequence. We can find n; < ny < --- such that

1
|zn — zm]|| < 5 vV om,n >n;.

Let y1 = Ty, Yj = Tn; — Tn,_, (j > 2). It follows that
o0 oo 0 1
D Nyl < gl D7 llm, = n, | < Nl + D7 55 < oo
J=1 =2 Jj=1

By assumption, the sequence {xnk = Z;l:k yj} converges, say to x € X. Since {x,} is a Cauchy
sequence, we have lim,, z,, = = (for every € > 0, choose k € N such that ||x,; — x| < e for all j >k,
and [ > k such that 27! <e. Then |z, — 2| < |2 — 2, || + |20, — 2] <27+ € < 2¢). O

Proposition: For any 1 < p < oo, the space LP(u) is a Banach space with the LP-norm.

Proof. We should use the lemma above. Consider a sequence {f,} C L? with > | full, =S being
finite. Let Gy, = >_7_; | fj|- It follows that G, T 3272 |f;] := G. It follows from MCT that

1G]l = lim |Gl < lim Y [ £ll < S < oo.
j=1

Hence G € LP; in particular, G is finite almost everywhere, or Z?’;l |fj] converge almost everywhere.
Define F' = » 22, f;, which exists almost everywhere. Of course F € L? since |F| < G. It remaines
to show that

| F — ijHp — 0.

j=1

However,
p

n p o
F=> fi| =< [IFI+>_If1] <@apel.
j=1 J=1
It follows from DCT that
n n
tim |F ~ 3 il = 17—~ 1im 3 £l = 0.
j=1 j=1

this completes the proof. O
The most import Banach space is the so-called Hilbert space. Suppose X is a vector space. An
inner product is a function (z,y) — (z,y) from X x X into R, such that

1. (ax+by,z) =a(z,z) + by, z) for all a,b € R, z,y € X.
2. (x,y) = (y,z), for all z,y € X.

3. (z,x) >0, for all x € X, with equality if and only if x = 0.



Cauchy-Bunyakowsky-Schwarz Inequality. If (-,-) is an inner product on vector space X,
then

(@) < (z,2){y,y)
for all x,y € X.

Proof. For any t > 0 and z,y € X, we have
0< (& —ty,x—ty) = (z,2) - 2t(z,y) + *(y,y).

If (y,y) = 0, then y = 0 and the inequality automaticaly holds. Otherwise, the above quardratic
form (with respect to t) is always non-negative if and only if its discriminant

4z, y)* — 4z, 2){y,y) < 0.
This completes the proof. O
FEzercise: The mapping X — [0,00) with x +— +/(z,z) := ||z|| defines a norm on vector space X.

Ezercise (Paralleogram Law): For any =,y € X, we have
2+l + llz =yl = 2 (l=[* + [lyl*)

Definition: If (X, || -||) is complete, we say (X, (-,-)) is a Hilbert space.

Example: The space L? with inner product

<f,g>i/fgd/t, V f.gel?

is a Hilbert space.

Ezercise: Suppose X is a Hilbert space, and T : X — R is a linear functional. The following
statements are equivalent.

1. T is continuous;
2. T is continuous at some point;

3. There exists a constant ¢ such that |T'(x)| < ¢||z|| for all z € X.

Proof. 1t is clear that 1 < 2 and 3 = 1. It remains to show that 1 = 3. The continuity implies
that there exists a 6 > 0 such that |T'(x)| < 1 whenever ||z|| < §. Now for an arbitrary x € X and

€ > 0, we have

ox 1)

‘7 <0 = —IT(x)] <1
]| + € ]| + €
that is
\T(m)]<”xu%, VzeX, e>0
Lettint € — 0, we complete the proof. O



Definition: Two elements x,y € X are orthogonal if (x,y) = 0. For any Y C X, its orthogonal
complement Y= is defined as

YE={zeX; (x,y)=0, VyeY}

Exercise: For an arbitrary Y C X, Y* is a closed sub-vector space.

Projection theorem: Suppose Y is a closed sub-vector space of X. Then X =Y @ Y1, ie,
for every € X, there exists y € Y, z € Y- such that = y + 2, and this “direct sum”
decomposition is unique.

Proof. Fix x € X, define
d = inf ||z —y]|.
;GY |z —yll

We claim that the infimum is achieved, say at y*, and  —y* € Y+, which implies x = y* + (z —y*).
Indeed, consider a minimizing sequence {y,} C Y. The Paralleogram Law implies that

lyn = ymll* = 2(lyn — 2l + lym — 2I*) = llyn + ym — 22|

Yo+ Ym
2

< 2(llyn — 2l + lym — z[* — 26%) — 0

2
= 2(llyn — 2l® + llym — 2?) — 4

as m,n — oo. It follows that {y,} is a Cauchy sequence, whence it converges, say to y*. It follows
that y* € Y (thanks to the closedness of Y) achieves the infimum with § = ||z — y*||. It remains to
show that z —y* € Y!: forany z € Y, and t € R,

yortzeY = <oyt =tz = o -yt 2] - 26 -yt 2) = f ().

Note that f(¢) attaines minimum at ¢t = 0, we have f’(0) = 0 or (z — y*, z) = 0. This yields that
x —y* € Y. The uniqueness is trivial. O

Riesz Representation Theorem: If 7' : X — R is a continuous linear functional, then there
exists a unique zg € X such that T'(x) = (z, o) for all z € X.

Proof. 1f T(x) = 0, then we can choose zo = 0. Otherwise, let Y = T—1(0). It follows that Y is a
closed sub-vector space (why?). Since Y # X, Y+ # {0}. Therefore, there exists a z € Y+ such
that T'(z) = 1. Now for any z € X, x — T'(z)z € Y. It follows that

1 z
(x —T(x)z,2) =0 = T(x)= ”ZH2<:1:,2> = (x,x0), where xg= T
The uniqueness is trivial since if (z,x9) = (z,x1), it is easy to see that ||zg — z1]| = 0 by taking
r=x9)— T1. O



2 Relations between measures

Let (2, F) be a measurable space, and p,rv two measures on it. We say that v is absolutely
continuous with respective to p (write v < pu) if A € F, u(A) = 0 implies that v(A4) = 0. We
say p and v are equivalent (write p ~ v) if v < p and p < v. We say p and v are singular if
there exists a set A € F such that u(A) = v(A°) = 0; in which case we write p L v.

Ezample: Suppose f > 0 is a measurable function. The mapping v : E — [ fdu defines a
measure v. It is not difficult to see that v < . Indeed, this example is not so special.
Later we should see that the reverse is also true under some very mild conditions — the
Radon-Nikodym theorem.

Ezample: Suppose Q = [0,1], C is the Cantor set and f : [0,1] — [0,1] is the Cantor function.
Note C' is a compact set with A(C') = 0; here A denotes the Lebesgue-measure. The Cantor
function f is continuous, non-decreasing and flat on set Q\C; f(0) = 0, f(1) = 1. Let us
denote the measure induced by f on [0, 1]. It is not difficult to see that pr(Q\C) = 0 = A(C).
In other words, puy and A are singular.

Lebesgue Decomposition Theorem: Let (2, F) be a measurable space and u,v two o-finite
measures on it. Then there exist measure vac and vg such that

v=vac+Vs; Vac<p, Vs Lop.
This decomposition is unique.
Example: For example, let )\|  denote the Lebesgue measure restricted on set E; that is )\‘ E(A) =
AMANE) for all A € F. Suppose = )\‘[0 2 and v = )\‘[1 3 Then

VaC:)“[m}’ ”S:)‘|[2,3]

Radon-Nikodym Theorem: Let (2, F) be a measurable space and pu,v two o-finite measures
on it, with v < p. Then there exists a unique (up to a.e. equivalence) measurable function
h:Q — [0,00) such that

v(A) = / hdu, V AeF.
A
The function A is called Radon-Nikodym derivative of v with respect to u, and we write

_dv| dv
dplgs " du

/fduz/fj—Zdu

whenever either integral is well-defined.

h

Ezercise: If v < u, then

Ezercise (Chain Rule): If £ < v < pu, then

ds_de dv

o . @, a.e. (p).



Proof. We will first prove the case where both y and v are finite. Let X = L2(Q, F, u + v), which
is a Hilbert space if we define the inner product by (f,g) = [ fgd(u + v). Consider the mapping

T: X >R, fr—>/fd1/.

It is easy to see that T' is a continuous mapping, since

)| < / Fld(u+v) < o) + w7

by Holder inequality. It follows from Riesz representation that there exists a unique g € X such
that

() /fdl/—/fgdu—i—l/ = /fdu /fl— dlp+v), VfelX.
We claim that 0 < g <1, (u + v)-almost everywhere. Indeed, let f = 17,0}, we have
0<v{g<0}= gdlp+v) = (p+v){g<0}=0.
{g<0}

Similarly, let f = 17451y, we have

0<pfg>1} = />1} Gdp+v) = (u+v)g>1}=0.

It is a direct consequence of MCT that the (*) holds for all non-negative measurable function f.

FEzistence of the decomposition theorem: Let A = {w; g(w) = 1}. Tt follows from (*) that
(A) = 0. Define

vs(E)=v(ENA), vac(E)=v(ENA, VYEEecF.

Clearly vs and vac are two measures with v = vac + vs. Furthermore, vg L p since vg(A€) =
1(A) = 0. It remains to show that vac < u: for all E € F such that u(F) = 0, we have, by letting
[ =1g,

O—M(E)—/E(l—g)d(u—i-y) = (u+v)(ENA)=0 = vac(E)=v(ENA%)=0

Uniqueness of the decomposition theorem: Suppose v = p + o is another decomposition with
p < pand o L pu. We first show that vg < p. Indeed, since u(A) = 0, we have p(E N A) = 0 for
all £ € F. Hence,

vs=v(ENA)=p(ENA)+o(ENA)=0c(ENA)<o(E), VEEecF.

It follows that
0 —Vs=Vac — P

is a measure which is both absolutely continous and singular with respect to u, which implies that
oc—vs=vac—p=0.



Existence of the R-N theorem: Assumem that v < u. Define

b 4, 3 on A°={g<1}
0 ; on A={g=1} [~

Since u(A) = 0, we have

/hd,u = / hdu—/hlEmAc(l—g)d(,u—i—y) —/glEmAcd(u—l—l/) —/1EmAch
E ENnAe
= V(ENA®) =vac(E) =v(E).

Uniqueness of the R-N theorem: This is trivial.

Ezxtension to the o-finiteness measures: It is not difficult to find a sequence of disjoint sub-spaces
{Q,} C F such that (u + v)(Q2,) < oo and U,Q, = Q. For any measure p, let p, be the measure
restricted on Q,, or p,(E) = p(ENQ,) for all E € F. It follows that p =" pn, and p(E) = 0 if
and only if p,(E) = 0 for all n € N. It is not difficult to establish that

VL pe v, Lln, VY, vIipsv, Ly, Vn

Therefore, we can find two measures on Q,, p™ < u, and 0 L p,, such that v, = p(™ 4 o),
It is not difficult to see that vac(E) = 3., p™(ENQ,) and vs(E) = 3., 0™ (ENQ,) are the
decomposition. The uniqueness follows readily, since another decomposition will have to coincide
with p(™ and ¢ on each .

As for the R-N theorem, we can find h, : ©, — [0,00) on each ,. Define h(w) = h,(w),
Vw € Q,. It follows that h is non-negative and measurable, such that

/Ehd,u—zn:/mﬂnhndu—zn:y(Ean) = v(E).

The uniqueness is also trivial. O

Ezercise: The relative entropy of a probability measure v with respect to another probability
measure p is defined as

dv dv :
. CLlog Fdp ; if v<p
H (v|jp) = J i os ’ .
(wllx) { 00 ; otherwise
The total variation distance (on F) between two probability measures p, v are defined as

| — v|| = sup |u(A) — v(A)].
AeF

Show that
H(v|[p).

N —

I = vI* <



3 Conditional Expectation

The general condition expectation is itself a random variable. Consider a probability space (€2, F, P),
and a random variable X defined on it. Let G C F be a sub-o-algebra (intuitively, G is the additional
knowledge you acquire).

Definition: Suppose EX is well defined. We say Y is the conditional expectation of X given
G if the following two conditions hold:

1. Y : Q — R is G-measurable.
2. fEYdP = fEXdP, for all £ € G.

We should denote the conditional expectation Y by E(X | G). In particular, when X = 14 for
some A € F, we sometimes write P(A|G) = E(X | G).

Remark: There can be many versions of E(X |G), which differ on P-null sets.

Before discussing the general existence and uniquesness (up to a.e. equivalence), and properties of
conditional expectation, we would like to know the connection of conditional expection to the more
conventional conditional probability.

Example: Given A, B € F, the conventional conditional probability is given by

. P(ANnB)
P(A|B) = ———;
here we assume P(B) > 0. This definition can be understood as the probability of A when
event B occurs.

Now define a sub-o-algebra G = {0, B, B¢,Q} C F. We want to compute the conditional
expectation Y = P(A|G). Byideﬁnition, Y is G-measurable, hence we can write Y = alg +
blpe for some constant a,b € R. However, for any E € G = {0, B, B¢,Q}, we have

/YdP:/lAdP = aP(ENB)+WP(ENB°)=P(ANE).
E E

Let £ = B and F = B¢, we have

_PAnB)
"= e T

P(AN B°)
P(B¢)

Moreover, when a, b are chosen as above, it is not difficult to see that
aP(ENB)+bP(ENB°)=P(ANE), VEEeg.

It follows that

P(A|G)(w) = (the conventional) { P(A|B) ; if webB; }

P(A|B¢) ; if we B

Therefore, the definition of P(A|G) coincides with the conventional conditional probability
well. O



Ezample: Suppose X,Y are two independent, integrable random variables on space (€2, F,P). The
o-algebra generated by random variable Z is defined as

o(2)= {27\ (B): BeBR)}.

Let G = o(Y). What will be E(X + Y |G)? Intuitively, knowing Y does not provide any
additional information of X due to the independence. Hence, a candidate for this conditional
expectation is E(X) + Y. This claim is easily verified. Indeed, E(X) 4+ Y is obviously G-
measurable. Secondly, for any E =Y ~}(B) € G, we have

/ (X +Y)dP = E(X1p + Y1g) = E(X) - P(E) + E(V 11):
E
here the last equality follows from independence. Also,
/ [B(X) + Y] dP = E(X) - P(E) + E(Y1p).
E

Therefore, the definition of conditional expectation fits the intuition. O
Now we return to the existence and uniqueness of the conditional expectation.

Theorem: Consider a probability space (€2, F,P), a random variable X on it and a sub-c-algebra
G C F. If EX is well-defined, then there exists a G-measurable function E(X |G) : @ — R,
unique to P-null sets, such that

/ E(X\g)dP_/XdP, VE€Gg.

E E

We call E(X | G) the conditional expectation of X given G. In particular,
E(E(X|G)) =EX.

Remark: When X is integrable; i.e. E|X| < oo, the conditional expectation E(X |G) is finite almost
surely. This is implied in the proof of the theorem.

Proof. We give here a proof for the case where X € L'. Suppose X € L', then X* € L'. The
measures defined by

yi(E);/XidP, VEE€g,
E

are two finite measures absolutely continuous to P. By Radon-Nikodym theorem, there exist G-
measurable functions h* : Q — [0, 00) such that

ui(E);/hidP, VE€G.
E

Define E(X |G) = h™ — h™. The uniqueness is trivial. 0



Ezercise: Complete the proof for the case where EX is well-defined.

Proof. 1t suffice to consider the case EX = oo, or equivalently, EXT = oo and EX~ < ooc.
Similarly, we can define two measures vEongG , and v~ can be taken care of as in the above
proof. It remains to show that there exists a G-measurable function ™ : Q — [0, 00] such
that

y+(E)_/X+dP_/h+dP, VEE€G.
E E

Note in this case, we still have v+ < P, but the o-finiteness of v™ is not guaranteed. We
define
D= {D €G: vT is o-finite on G N D.}

Define o = suppep P(D). Select a sequence of {D,,} € D such that P(D,,) T «, and define
F = U,D,. We have P(F) = a and F € D; in other words, u = V+|ng is o-finite. We
claim that for any A € G N F¢, either P(A) = v (A) = 0, or P(A) > 0 and v (A) = oo.
Indeed, if P(A) > 0 and v (A) < oo, we have AUF € D, and P(AUF) =P(A)+a > a, a
contradiction. Now define

dp .
+ - 7 ;3 on F . _
h = { dp }, here P/ = P‘ng.

oo ; on F°

It remains to show that

zﬁ(E):/ h*dP+/ h*dP:/th, VY Eeg,
ENF ENFe E

which is trivial. O

Below is a collection of exercises (we assume all the conditional expectations are well-defined in
these exercises).

Ezercise: Suppose X,Y € L1, If Y is a G-measurable random variable such that
EX =FEY, /XdP:/YdP, vV EeD,
E E

for some m-class D. Then

Y =E(X|G), where G=0o(D).

Ezercise: Let {A,},cy © F be a partition of € that is, {A,},cy is a disjoint sequence with

UA, = Q. Let G = o(Ay,; n € N) be the sub-o-algebra generated by {A,}. Suppose X is a
random variable with EX well-defined. Show that

fAnXdP

R =T

Note when P(A,) = 0, the above fraction is defined as any real number.

10



Ezercise: For arbitrary constants «, 8 € R, we have
E(aX + BY |G) = aE(X |G) + BE(Y |G).

Ezercise: If X is G-measurable, then E(X |G) = X.

Ezercise: Suppose X > Y almost surely. Show that E(X |G) > E(Y |G) almost surely. In particular,
if X > 0 almost surely, we have E(X |G) > 0 almost surely.

Ezercise: Show that |[E(X |G)| < E(|X||G) almost surely. (Hint: let Y = £X, and use the above
exercise).

FEzercise: (Conditional Monotone Convergence Theorem) If 0 < X, T X, then E(X,,|G) 1
E(X |G) almost surely.

Proof. Let Y, = E(X,,|G). Tt follows that {Y,} is an increasing sequence, and hence ¥ =
lim, Y,, exists and is G-measurable. It follows from MCT and the definition, that for any

FEeg,
/YdP:lim/YndP:lim/XndP:/XdP:/ E(X|G)dP.
E n Jg n JE E E

This completes the proof. O

FEzercise: (Conditional Fatou Lemma) If 0 < X,,, then E (liminf,, X,,|G) < liminf, E(X,, |G)
almost surely.

Proof. Let Y, = inf,,>, X, we have Y,, T liminf, X. It follows from CMCT that

E (lim inf X, | g) — lim E(Y,, | G) = liminf E(Y, | G) < lim inf E(X,, | G)

Ezercise: (Conditional Dominated Convergence Theorem) If |[X,| <Y € L! and X,, — X
almost surely, then E(X,|G) — E(X|G) and E(|X,, — X||G) — 0 almost surely. (Hint:
Mimic the proof of DCT.)

3.1 A special case
Suppose X, Y are two random variables. The o-algebra generate by X is
o(X)={X"'(B); BeBR)}.

We define
EY|X) = E(Y | J(X)), if EY is well-defined.

More generally, if {X,,} is a sequence of random variables,
E(Y| X1, Xs,-++) =E(Y |0(X1,Xz,--+)), if EY is well-defined

Lemma: Any o(X)-measurable random variable Z can be written as Z = ¢(X) for some Borel-
measurable ¢ : R — R.

The proof of the lemma is left as an exercise. An immediate consequence of the lemma is

11



Theorem: There exists a Borel-measurable funciton ¢ such that E(Y | X) = ¢(X) almost surely.

Remark on notation: The Borel function ¢ is sometimes denoted by

¢(z) = E(Y | X = x);

FExercise: Suppose X and Y are independent random variables and f : R> — R is a Borel-measurable
function. If Ef(X,Y") is well-defined, then

E[f(X,Y)] X] =¢(X)

where ¢(x) = Ef(z,Y) for all x € R if the expectation Ef(x,Y) is well-defined, and ¢(x) =0
otherwise.

Ezercise: Suppose (X,Y') has a joint density f(x,y). Its marginal densities are

ﬁww—Aﬂaw@, ﬁﬂH—Aﬂ%ww-

Define the conditional density

Show that for Borel-measurable function ¢ where h(Y) € L,
E(h(Y)|X) = ¢(X)
where
@) = [ Ho) vy o) do
4 The interpretation of conditional expectation as a projection

We first introduce the following result.

Theorem: Suppose random variable Y is G-measurable, and EX, E(XY) are both well-defined.
We have
E(XY|G) =Y -E(X|9).

In particular, E(XY) = E{Y -E(X | G)}.

Proof. Without loss of generality we assume X > 0. It suffices to show that
/XYdP:/ Y- E(X|G)dP, VEe€g.
E E
IfY =14 for some A € G, we have

/XYdP_ XdP_/ E(Xyg)dP_/Y.E(Xyg)dP, VE€eG.
E ANE ANE E

12



Hence the equality holds for all non-negative simple G-measurable random variable Y. It follows
from approximation and MCT that the equality holds for all non-negative G-measurable random
variable Y. In general, Y = Y+ — Y. We complete the proof. O

Suppose X € L2(Q, F,P) := L?(F). Since G C F is a sub-c-algebra, L?(G) C L?(F). Consider
the following optimization problem:

inf E(X-Y)? = inf ||X-Y]|Z%.
YeL2(G) Yel?2(G)

The answer to this problem is that the infimum is achieved at Y* = E(X | G). Indeed, note that
(X -Y*Z)=(X -E(X]|6),2) =0, VZcl*9),
thanks to the preceding theorem. It follows that for all Y € L%(G),

EX-Y)? = | X—-Y'+Y* - Y|P= | X -Y* P+ |V =Y |P+2(X —Y*,V*-Y)
= X =Y P+IY =Y[|?> X - Y|P =E(X - Y")%

We can write

X=EX|G+[X-EX|9)]:=Y"+Z,
then Y* is the “projection of X on G”, and Z L L?(G) is the “orthogonal complement”.

5 Other properties of conditional expectation

Consider a probability space (2, F,P) and a sub-o-algebra G C F.
Proposition: (Tower property) Suppose G C Go C F. We have
E(E(X|G2)|G1) = E(X|G1) =E(E(X |G1) | Ga).

Proof. The second equality is trivial, since E(X | G1) is Go-measurable. As for the first equality,
note that E(E(X | G2) ! gl) is a Gi-measurable with

/ E(E(X|Gy)|Gy) dP = / E(X | Gy) dP == / XdP = / E(X|G)dP, Y Eecg.
E E E E
The equality follows. O
Proposition: If G = {0, Q} or X is independent of G, then
E(X|G) = EX.
Proof. This is left as an exercise. O

Proposition: Suppose G, H C F are two sub-o-algebra and X € L'. If G is independent of X and
‘H, then
E(X|GVH)=EX|H).

Here G V 'H is the smallest g-algebra containing both G and H; i.e.
GVH=0(G,H)=c({ANB; A€ g, BeH}) :=0c(D).

13



Remark: We say to o-algebra F and G are independent, if A and B are independent whenever
A€ F,BeG. Wesay X is independent of a G if o(X) and G are independent. In particular,
X and Y are independent if and only if o(X) and o(Y") are independent.

Proof. Without loss of generality, we assume X > 0. Note D is a w-class. Since X is integrable, it
suffices to show that

XdP:/ E(X|H)dP, VAE€G, BeH.
ANB ANB

Indeed, if this equality holds, we have
E(X|GVH)=E(EX|H)|GVH)=EX]|H),
thanks to the fact that E(X) = E(E(X | H)), and the exercise in page 10.
However, since E(X | H) is H-measurable, it is independent of G. Therefore,
/AmB E(X|H)dP = E(E(X|H)lalp) =E(E(X|H)lp) E(1la)
— E(E(LpX |H)) -E(la) = E(X15) - E(14) = E(X15 - 14)

= X dP.
ANB

This completes the proof. O

Proposition (conditional Hélder inequality): Suppose 1 < p < co and %D + % = 1. We have

E(IXY]|G) < (E(X[P|G)}7 - {E(Y]7|G)} 7
for any random variables X, Y.

Proof. Without loss of generality we can assume that X > 0, Y > 0. We can also assume X,Y
are bounded from above (otherwise, let X,, = X An, Y, =Y Vn and use CMCT). We can further
assume that X, Y are bounded from below by some € > 0 (otherwise, we can assume X, = X V %,
Y, =Y V1 and use CDCT). Note {E(X? | Q)}% and {E(Y?| Q)}é are both positive and finite. It
follows that

X Y 1 X " Y !
T TSo |l to |\l
{E(xP[G)}r {E(Y?[G)}s P \{E(XP|G)}r T\{E(Y9|G)}

see the proof of Holder inequality. Taking expectation conditional on G for both sides, we have

E(XY |G)
1 1
[E(X?|9)}F - {E(Y1|G)}5
This completes the proof. O

1
< 4-=1
P oq

Proposition (Conditional Jensen inequality): Suppose ¢ is a convex function, and X, ¢(X) €
L', Then we have

$(E(X|G)) <E(6(X)|G)

14



Proof. The convex function ¢ can be written as

¢(z) =sup(ap, +byz), VaeR

for a suitably chosen sequence of constants {(an,bn)}nen (exercise). Therefore,
E(6(X)|G) > E(an + boX |G) = an + baE(X |G), as., Vn.

In other words, the above inequality holds on a set Q\B,, with P(B,,) = 0. Taking supremum over
n, it is easy to see that

E(6(X)|9) = ¢(E(X9)),
holds on Q\B where B = U,,B,, has probability zero; that is, the inequality hold almost surely. O

FEzercise: Show that the convex function ¢ can be written as ¢(z) = sup,,(a, + b,x), ¥V € R for a
suitable choice of {(an,by)}nen-

Proof. As we pointed before, the following inequality holds:

fl@)> fy)+ (@ —y) D" f(y), VzyeR;

here DT f is the right-derivative of f. It follows easily that

fx) = sup [f()+ (z —y)DT f(y)] == sup [Ay + Bya]; VazeR

Indeed, A, + Byx is called a line of support. The point of this exercise is that f can be
expressed as the supremum of a countable collection of line of support. Let Q be the set of
rational numbers. We claim

f(x) =sup[Ay + Byx], VazeR.
yeQ

The direction “>” is obvious. For = € R, let {y,,} C {Q} with y,, — z. It follows that

Ay, + By, x = flyn) + (x — yn)DJrf(yn) - f(z)

since f is continuous and {D% f(y,)} is clearly bounded. We conclude the “<” direction. O

Here is a collection of exercises.

FEzercise: Let {X1,Xs, -} be a sequence of iid random variables with E|X;| < oo. Define G, =
(Sn, Snt1,- ), where S,, = Z?Zl X;. Show that

E[X1]Gn] = % as., Vn>1

Ezercise: Give an example to show that E(Y | X) = EY almost surely does not necessarily imply
that X and Y are independent.
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6 Regular conditional distribution

Regular conditional probability directly address the issue of conditional distribution and thus pro-
vides a very nice way of describing conditional expectation.

Definition: Let X :  — R be a random variable on a probability space (2, F,P). Let G C F
be a sub-c-algebra. A regular conditional distribution of X given G is a function
p: Q2 x B(R) — [0, 1] with notation P = u(w,-) : B(R) — [0, 1], such that
1. For each w € Q, P“ defines a probability measure on (R, B(R)).
2. For each A € B(R), the mapping w — P“(A) is G-measurable.
3. For each A € B(R), P(X € A|G)(w) =E(14|G)(w) = P¥(A) for almost every w € Q.

Remark: When X : 2 — R” is a random vector or, more generally, a random variable taking value
is a metric space (S, B(S)), one can similarly define the regular conditional distribution.

Theorem: Regular conditional distribution always exists. This result holds for the general case
when X : Q — (S5,B(95)) is a general random variable, if S is a complete, seperable metric
space (i.e. Polish space).

One advantage of the regular conditional distribution is that the conditional expectation can be
expressed as the ordinary expectation relative the conditional distribution.

Theorem: Suppose X is a random variable, and let p : Q x B(R) — [0,1] denote the regular
conditional distribution of X given G, with notation P¥ = p(w,) : B(R) — [0,1]. Let
h : R — R be a Borel-measurable function such that Eh(X) is well-defined. We have

E(h(X)|G)(w) = / h(z)dP¥(z), as.

R

The proof of this theorem is left as an exercise (Hint: assume h > 0; show that it holds for simple
functions; then use approximation...)
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