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Abstract. Let A be a finite real linear hyperplane arrangement in three dimensions. Suppose

further that all the regions of A are isometric. We prove that A is necessarily a Coxeter ar-

rangement. As it is well known that the regions of a Coxeter arrangement are isometric, this
characterizes three-dimensional Coxeter arrangements precisely as those arrangements with iso-

metric regions. It is an open question whether this suffices to characterize Coxeter arrangements

in higher dimensions. We also present the three families of affine arrangements in the plane which
are not reflection arrangements, but in which all the regions are isometric.
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1. Introduction

In this note, we are concerned with the polyhedral geometry of Coxeter arrangements (hyperplane
arrangements associated to finite Coxeter groups). Coxeter groups are defined by certain presenta-
tions, but finite Coxeter groups coincide with finite real reflection groups. The geometry, topology
and combinatorics of Coxeter arrangements have been extensively studied. See e.g. [1, 3, 5].

The regions of a real hyperplane arrangement are the connected components of the complement
of the arrangement. Previous work of the second author, with Drton [4] and with Swartz [6],
investigated certain projection volumes associated to a region of an arrangement. It was shown that
the average volumes, over all regions, are given by the coefficients of the characteristic polynomial
of the arrangement [4, 6]. When all of the regions of the hyperplane arrangement are isometric,
this result determines the precise projection volumes for each region.

Coxeter arrangements are a class of examples with the property that all regions of the arrange-
ment are isometric. As further examples could not be found, the following question arose:

Question 1.1 ([6] Problem 13). Does there exist a real central hyperplane arrangement with all
regions isometric that is not a Coxeter arrangement?

The main result of this paper is a negative answer to the question in three dimensions.

Theorem 1.2. Any real central hyperplane arrangement in R3 in which all the regions are isometric
is a Coxeter arrangement.
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The proof of Theorem 1.2 proceeds in several steps. First, we quote a result of Shannon that
allows us to restrict our attention to simplicial arrangements. Next, we establish a sufficient (and in
fact necessary) condition for a hyperplane arrangement to be a Coxeter arrangement: All rank-two
subarrangements are Coxeter arrangements. This reduction holds true in any dimension. Finally,
instead of working with the decomposition of space into regions, we consider the induced decom-
position of the unit sphere. In the three-dimensional case, this is a two-dimensional spherical
triangulation. The hyperplanes in the arrangement become great circles on the sphere and the
rank-two subarrangements become collections of great circles all containing a common pair of an-
tipodal points on the sphere. We work explicitly with spherical geometry in order to prove that all
these rank-two arrangements are dihedral.

In the final section we consider infinite affine arrangements in the plane. In this case, there
exist arrangements which are not reflection arrangements but which nonetheless have all regions
isometric.

2. Hyperplane arrangements

In this section, we briefly review relevant definitions, point out that arrangements with isometric
regions are necessarily simplicial, and reduce the problem of identifying Coxeter arrangements to a
rank-two criterion. All of the results of this section apply to arbitrary rank.

A finite real central hyperplane arrangement is a finite collection A of linear hyperplanes (i.e.
codimension-1 subspaces) in Rd. An arrangement A in Rd is called essential if the normal vectors
to hyperplanes in A span Rd. Equivalently, A is essential if the intersection of its hyperplanes is
the origin.

A Coxeter group is a group arising from a certain kind of presentation by generators and relations.
Informally, the relations say that the generators act like linear reflections, and indeed, a finite group
is a Coxeter group if and only if it has a representation as a (Euclidean) reflection group—a group
generated by Euclidean reflections—in Rd. Given a specific representation of a Coxeter group W
as a reflection group, certain elements of W act as reflections. Each reflection has a reflecting
hyperplane or mirror. The Coxeter arrangement associated to W is the collection of the reflecting
hyperplanes for all reflections in W .

It will be more convenient for us to work with an equivalent characterization of Coxeter ar-
rangements as a closed system of mirrors. That is, a Coxeter arrangement is any hyperplane
arrangement A with the property that for any H ∈ A, the (Euclidean) reflection fixing H acts as
a permutation of A.

The regions of an arrangement A are the connected components of Rd\A. (Some authors use the
term “region” for the closures of these connected components, but the distinction is unimportant
here.) The regions of a finite real central arrangement are unbounded convex polyhedra. If the
arrangement is essential, then the regions are pointed polyhedral cones.

It is well known that the action of a Coxeter group on the regions of the corresponding Coxeter
arrangement is simply transitive. Here, we only need transitivity, which is easy to see because each
hyperplane is a mirror. In particular, all the regions of a Coxeter arrangement are isometric.

In order to understand hyperplane arrangements in which all regions are isometric, we begin with
an observation that allows us to only consider simplicial arrangements. An arrangement is simplicial
if every region is the intersection of precisely d open halfspaces. Equivalently, each region is the
positive linear span of d linearly independent vectors. A simplicial arrangement is in particular
essential. The following theorem is due to Shannon [7]; see also [2, Theorem 2.1.5].
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Theorem 2.1. [7] An essential arrangement A of n hyperplanes in Rd has at least 2n simplicial
regions.

For our purposes, this theorem is stronger than necessary. By the theorem, every essential
arrangement has at least one simplicial region, so we have the following corollary.

Corollary 2.2. If A is essential and all of the regions of A are isometric, then A is simplicial.

Remark 2.3. In the proof of Theorem 1.2, we restrict our attention to essential arrangements. We
can do so because in dimensions 1 and 2, the answer to Question 1.1 is obviously no, and this
negative answer lifts easily to non-essential arrangements in R3. Given a non-essential arrangement
in R3, one takes the quotient of R3 modulo the intersection ∩A of all hyperplanes in A, and the
quotient of each hyperplane in A modulo ∩A to obtain a lower-dimensional arrangement. For
example if ∩A is a line L, then A is a “pencil” of planes containing L, and the quotient is an
arrangement of lines in a two-dimensional vector space. The quotient arrangements is necessarily
a Coxeter arrangement, and thus the original nonessential arrangement is also.

Corollary 2.2 and Remark 2.3 let us restrict our attention to simplicial arrangements with iso-
metric regions. The following lemma gives us an easier criterion to check in order to conclude that
an arrangement is a Coxeter arrangement, namely that codimension-2 suffices. The converse is
easy, but we do not need it.

Definition 2.4. Let A be a hyperplane arrangement in Rd. A rank-two subarrangement of A is a
subset A′ of A such that (i) there exists a codimension-2 subspace U of Rd such that A′ is the set
of all hyperplanes in A containing U , and (ii) A′ has at least two hyperplanes.

Lemma 2.5. Let A be a finite central hyperplane arrangement in Rd. If every rank-two subar-
rangement A′ of A is a Coxeter arrangement then A is a Coxeter arrangement.

Proof. Let A be as above and assume every rank-two subarrangement is a Coxeter arrangement.
We need to show that A is a closed system of mirrors. That is, given hyperplanes H1 and H2

in A, writing s1 for the the Euclidean reflection fixing H1, we must show that the image of H2

under s1 is also in A. But H1 and H2 intersect in a linear subspace U of dimension d− 2, and the
set of hyperplanes of A containing U is a rank-two subarrangement A′ of A. Since A′ is a Coxeter
arrangement, s1(H2) is in A′ and thus in A as desired. �

3. The three-dimensional case

In this section, we prove Theorem 1.2 by rephrasing it as a statement in two-dimensional spherical
geometry. That is, instead of working directly with a simplicial arrangement of hyperplanes in R3,
we work with an arrangement of great circles on a sphere: Each linear hyperplane intersects the
unit sphere about the origin in a great circle. Each region intersects the sphere in a spherical
triangle. The hypothesis that all regions in the arrangement are isometric is equivalent to the
hypothesis that all of these triangles are congruent. In light of Lemma 2.5, to prove Theorem 1.2, it
is enough to show that every rank-two subarrangement is a Coxeter arrangement. Every rank-two
subarrangement is the set of hyperplanes containing some line, corresponding to the set of all great
circles containing some point (or in fact two antipodal points). The hypothesis of Lemma 2.5 is
equivalent to the statement that all of the angles at a given vertex are congruent. Thus we can
prove Theorem 1.2 by establishing the following result.

Theorem 3.1. In any arrangement of great circles that cuts the sphere into congruent triangles,
for any vertex, all angles incident to the vertex must be the same.
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Our argument for Theorem 3.1 uses some well-known facts about spherical geometry. First,
consider a single spherical triangle with angles α, β and γ. The area of the triangle is α+β+γ−π.
The fact that area is positive gives us the inequality α+β+γ > π, which will be useful throughout
the proof. Also implicit throughout the proof is the fact that a spherical triangle has exactly as many
distinct side lengths as it has distinct angles. This follows from the spherical law of sines: If a, b,

and c are the side-lengths opposite the angles α, β, and γ respectively, then sin(a)
sin(α) = sin(b)

sin(β) = sin(c)
sin(γ) .

Next, we need an easy lemma about the possible sequences of angles around a given vertex. We
state the lemma for spherical geometry, but it is not special to the sphere.

Lemma 3.2 (Parity Lemma). Consider a triangulation of the sphere into isometric triangles with
three distinct angles. Then, when reading the angles around a vertex v, if a maximal run of an
angle has even length then the two angles bordering the run are the same. If a maximal run of an
angle has odd length then the two angles bordering the run are different.

That is, if the angles are α 6= β 6= γ 6= α, a maximal run of β’s must be bordered by the other
angles in one of the following four ways:

α, β, . . . , β︸ ︷︷ ︸
even number

, α, γ, β, . . . , β︸ ︷︷ ︸
even number

, γ, α, β, . . . , β︸ ︷︷ ︸
odd number

, γ or γ, β, . . . , β︸ ︷︷ ︸
odd number

, α.

Proof. Assume that the maximal run consists of k triangles with the angle β and, without loss of
generality, that the angle α is before the run. Figure 1 shows the case k = 3. The first shared edge
(the edge between the first and second triangles) has length c. The next shared edge has length a,
and the shared edges alternate between a and c. The result follows. �
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Figure 1. An odd run of β’s following the angle α must be followed by γ.

We are now ready to prove Theorem 3.1, which in turn proves the main Theorem 1.2.

Proof of Theorem 3.1. Since all of the triangles defined by the arrangement of great circles are
congruent, in particular, they have the same three angles. Write α, β and γ for these angles. We
need to show that around any vertex, at most one angle can appear. We break up the argument
based on the number of distinct angles appearing in {α, β, γ}.

The first case is that the three angles are all distinct. Consider the angles around a fixed vertex v.
Suppose all three angles appeared around v. At a minimum we would have six triangles meeting
at v with each angle appearing exactly twice. The sum of the angles around v would then be at
least 2(α+β+γ). But then since α+β+γ > π, the sum around v would be strictly larger than 2π,
a contradiction. Hence at most two distinct angles can appear around a fixed vertex.
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We now claim that at least one of the angles is a right angle. A well-known consequence of
Euler’s formula [8, Exercise 6.1.8] is that there must exist a vertex of degree less than or equal
to 5. Since the triangles are defined by great circles, each vertex is incident with an even number of
angles. Hence there is a vertex incident with exactly four angles. Opposite angles at that vertex are
the same, and the Parity Lemma (Lemma 3.2) implies that all four angles are the same. Therefore
all four angles are right angles, and the claim is proved.

Suppose two angles, without loss of generality α and β, appear around a vertex v. By the Parity
Lemma, each run of a fixed angle must be of even length. Since opposite angles across the vertex
are the same, the runs come in opposite pairs across the vertex. Summing the angles around v thus
yields 2 · 2mα + 2 · 2nβ = 2π for some positive integers m and n. Thus α + β ≤ mα + nβ = π

2 .
In particular, neither α nor β is π/2, so the claim says that γ = π

2 . This yields the contradiction
α + β + γ ≤ π. Hence we conclude that if all three angles of ∆ are distinct, then no two different
angles can meet at the same vertex, and we have finished the first case.

The second case is when two of the three angles are equal and distinct from the third. Assume
that the two distinct angles are α and β with β occurring twice and that the side opposite the
angle α has length a while each side opposite an angle β has length b.

Consider the angles at a vertex v. If v is incident to an edge of length a, then this edge is shared
by two triangles, both having the angle β at v. Conversely, every angle β at v includes a side
of length a. Thus if v has degree greater than 4, then the number of appearances of β incident
to v is twice the number of edges of length a incident to v. We conclude that if α and β are both
incident to v, then since opposite angles across v are the same, there are at least 2 appearances of α
and 4 appearances of β. In particular 2α + 4β ≤ 2π. Dividing by 2, we contradict the inequality
α+ β + β > π. This contradiction finishes the second case.

In the third case, where α = β = γ, the conclusion of the theorem is immediate. �

4. Affine arrangements

There are affine line arrangements (with an infinite number of lines) of the plane R2 which have
isometric regions but are not Euclidean reflection arrangements.

Example 4.1. Take the affine arrangement Ã2 and apply a linear transformation, such that the
image of a region is a triangle with at least two angles different, that is, not an equilateral triangle.
The result is an arrangement where the angles around any vertex are α, β, γ, α, β and γ. Observe
that this agrees with the parity lemma, which holds in the affine case by the same proof.

Example 4.2. Take the affine arrangement B̃2, that is, all the lines of the form x = k, y = k, and
x ± y = 2k for k ∈ Z. This arrangement cuts the plane into congruent (π/4, π/4, π/2)-triangles.

Now apply the linear transformation
(
c 0
0 1

)
where c is a positive number different from 1, that is,

a scaling in the x direction. The resulting arrangement cuts the plane into congruent (α, β, π/2)-
triangles. Since c 6= 1, the angles α and β differ. Note that this is not a reflection arrangement since
the triangle with vertices (0, 0), (c, 0), (c, 1) is not a reflection of the triangle (0, 0), (0, 1), (c, 1).

Example 4.3. Start with the arrangement consisting of all integer translates of the coordinate axis.
Apply a linear transformation such that the image of a region is a parallelogram, not a rectangle.
Here the angles around a vertex are α, β, α and β. Note that this does not contradict the parity
lemma since the regions are quadrilaterals.

These three examples are the only families of affine arrangements that are not reflection arrange-
ments and yet cut the plane into isometric regions (However, each arrangement is the image of
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a reflection arrangement under a linear map.) The fact that these are the only examples can be
justified using similar techniques as in the proof of Theorem 3.1. We omit the details.
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